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Abstract. Diabetic Retinopathy (DR) is an eye complication that arises from long-term diabetes
and damages the retinal blood vessels. Various clinical studies claim that Diabetic retinopathy
infects about eighty percent of patients who suffer from diabetes type 1 for the last 15 years
and a hundred percent of patients with this disease for 20 years. The human evaluation method
is challenging but useful because it can detect diseases by the presence of lesions associated
with Diabetic Retinopathy in most cases, but it is also time-consuming, erroneous, and requires a
sophisticated medical setup. An efficient and automatic Diabetic Retinopathy identification method
is still a challenging task. The feature extraction part is a very significant part and plays a vital role
in the automatic Diabetic Retinopathy identification system. CNN has demonstrated its efficiency
in medical image classification tasks as compared to other neural networks and traditional image
processing methods. In this study, two lightweight CNN models: MobileNet and MobileNetV2
are used via transfer learning for binary (2-class) and multiclass (5-class) Diabetic Retinopathy
classification using the DDR dataset, which is highly imbalanced. The efficiency of the models is
measured using accuracy, precision, recall, and F1-score values. The ROC curve is generated for
both models in binary and multiclass classification. The MobileNet model performed slightly better
than MobilenetV2 in Diabetic Retinopathy classification for binary and multiclass classification.
MobileNet shows 80% and 71% accuracy whereas MobileNetV2 shows 79% and 69% in binary and
multiclass classification, respectively.
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1. Introduction

Diabetes is one of the most common disease that
affects people all over the world, from children to
old people, regardless of age. Diabetes means the
human body has persistently high glucose levels in
the bloodstream. Diabetes has detrimental effects on
human health as it contributes to various cardiovas-
cular diseases, eye disease, neuropathy, nephrology,
kidney, and many other diseases [1]. Nowadays, Di-
abetic Retinopathy is a vision-threatening retina dis-
ease that is very common in most people who have
suffered from diabetes for a long time [2]. According
to the announcement of the World Health Organiza-
tion (2021), 537 million adults have diabetes whose
age range is 20 to 79 years and most of them are liv-
ing in lower-income countries (the ratio is 3 out of
4). Alarmingly, the number of people with diabetes
is projected to hit 643 million by 2030 and 783 million
by 2045 [3]. The global DR prevalence is increasing
day by day and the situation is expected to worsen[4].
Diabetic Retinopathy is a retina disease that damages
blood vessels and their walls internally. These blood
vessels can become swollen and leaky, cutting off
blood flow in the long run [5]. At the beginning of
diabetes, Diabetic Retinopathy does not show any
physical symptoms but worsens over time and can
eventually destroy the vision. So, Early diagnosis of
Diabetic Retinopathy can prevent the vision of most
DR patients as treatment may cure or sometimes slow
or stop the damage of the retina. The manual DR
screening process has some limitations, for example,
medical instrumental setup, insufficient medical cen-
ters with expert ophthalmologists, skilled technolo-
gists, and misdiagnoses, that obstruct the timely DR
diagnosis process. Moreover, the manual process is
time-intensive and error-prone. On contrary, the au-
tomatic DR diagnosis process addressed and resolved
most of the problems over the manual process with
the advantages of high accuracy, low expenditure,
and minimum dependencies on expert oculists and
clinicians. So, The automatic process for DR classifi-
cation and identification is cost and time effective and
more accurate than the manual process [6]. Although
fundus photography is technically challenging and
expensive, retinal fundus images are popular among
researchers in assessing Diabetic Retinopathy disease
and other ophthalmic abnormalities [7] [2] . Primarily
the DR severity classes are graded into five categories:
No DR, Mild Non-Proliferative DR (Mild NPDR), Mod-
erate Non-Proliferative DR (Moderate NPDR), Severe
Non-Proliferative DR (severe NPDR), and Prolifera-
tive DR (PDR) [8]. But in a broad sense, the major
stages in DR are Non-Proliferative DR (NPDR) and

proliferative DR (PDR). The 4-2-1 rule is used in se-
vere DR diagnosis in which IRMA (Intra Retinal Mi-
crovascular Abnormalities) plays a vital role. In the
DR severity classification using fundus images, the
severity stages are defined by various symptoms ob-
served in the fundus images. The DR severity stages
associated with rules and symptoms are listed in Ta-
ble 1.

The considerable symptoms that are significant
in NPDR grading are (i) Microaneurysms (MA’s) (ii)
Hemorrhages (HM), and (iii) Soft and Hard Exudates.
The advanced stages with (i) Neovascularization, and
(ii) Vitreous or Preretinal Hemorrhage are treated
as Proliferative DR [8]. Microaneurysms (MA’s) are
the first ever diagnosable symptoms of DR that look
like red-colored small dots with uneven or irregu-
lar shapes. The size of MA’s is less than 125 µm or
1/12 of the optic disc diameter. Hemorrhages (HM)
are also red-colored spots whose size is greater than
125 µm but symmetric in shape and occur because
of leakage in the retina’s vessel wall. Soft Exudates
(Cotton Wools) can be seen as round or oval-shaped
white or pale yellowish white or grayish-white color
spots because of injury in the nerve fiber layer. Hard
Exudates look like white or yellowish white-colored
bright spots and occurred due to plasma leakage.
They usually appear at the outer periphery of the
retina [9] [10]. The characteristics of the normal retina
and retina with those DR symptoms are displayed in
Figure 1. Figure 1(a) illustrates the normal retina with
no DR sign, whereas Figure 1(b) depicts the DR retina
with several DR symptoms of varying severity levels.

Fig. 1. Normal and DR diseased retina with signifi-
cant symptoms [11].

In Deep Learning, CNN is a type of supervised
machine-learning algorithm that requires a sufficient
amount of data to train the system and the most
prominent feature of CNN is learning features au-
tomatically. Because of the recent advancements in
CNN in medical image analysis, a lot of research work
has been carried out using the CNN method. Among
deep learning algorithms, CNN has proved its dom-
ination in image classification, detection, segmenta-
tion, registration, and so on [12] [13]. Currently, CNN
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Table 1. Diabetic Retinopathy symptoms accoding to severity stages and class level [8].

Class Severity Stage DR Symptoms
0 No DR No Abnormality
1 Mild NPDR Microaneurisms only
2 Moderate NPDR More than Mild NPDR but less than Severe NPDR

3 Severe NPDR

Any of the following
-Internal Hemorrhage in every 4 quadrants
-Venous beading in 2+ quadrants
-Prominent IRNA in 1+ quadrants
-No apparent sign of PDR

4 Proliferative DR
One or more of the following
-Neovascularization
-Vitreous or preretinal hemorrhage

is universally used in the medical field with high ac-
curacy and efficiency [14] [15]. CNN is built and runs
on a powerful workstation with graphical processing
units as they perform convolution operation which
is a very expensive operation in terms of process-
ing power and memory. Tremendous improvements
in processing power and graphical processing units
(GPU) have also improved the performance of CNN
and consequently increased their widespread use in
the medical field [16]. But Most of the CNNs have
massive parameters as they have huge layers and
complex structures. Even after GPU rendering takes a
long time and consequently cannot be implemented
on all platforms. Therefore, we studied lightweight
CNN architectures, for example, MobileNet and Mo-
bileNetV2 with transfer learning in Diabetic Retinopa-
thy multiclass classification to test their applicability
on low-resource devices. This lightweight CNN ar-
chitecture has a limited number of parameters and
smaller structures. Their dependencies on GPU are
not as substantial as other heavy architecture. The
main goal of this research work is to study lightweight
CNN architectures for DR multiclass classification.
Many studies have been conducted by researchers
worldwide; however, significant limitations remain,
leaving room for improvement. The main contribu-
tion of this work is as follows:

1. Study the behavior, outcome and power of-
transfer learning of lightweight CNN architec-
tures with an imbalanced dataset (fundus im-
ages).

2. Evaluate and analyze the performance of
lightweight CNN models in Diabetic Retinopa-
thy severity (multi class and binary class) clas-
sification.

The structure of the remaining sections of the pa-
per is as follows. Related research works are summa-

rized precisely in section 2. Materials and Methodol-
ogy are described briefly in section 3. In section 4,
the Results and discussion are presented following
the conclusion and future work.

2. Related Work

Automatic identification and detection of Dia-
betic Retinopathy with accuracy is a very challeng-
ing task. The feature extraction part is very im-
portant in the whole detection process and CNN
shows supreme capabilities in disease classification
compared to other traditional machine learning mod-
els. This in-depth literature analysis made us fa-
miliar with different prize-winning CNN architectures
such as LeNet, AlexNet, OverFeat, ZFNet, VGG Net,
GoogleNet, ResNet, SqeezeNet, DenseNet, Excep-
tionNet, MobileNet, YOLO, and U-Net. Recently,
several deep-learning-based approaches have been
developed and proposed for the classification and
detection of Diabetic Retinopathy using fundus im-
ages whose specificity and sensitivity are satisfactory
[17] [18] [19] . Especially, Convolutional Neural Net-
works (CNN) has been shown their supremacy in au-
tomatic feature extraction for various disease analy-
ses in the medical domain [20], which has been ap-
plied in Diabetic Retinopathy classification and de-
tection [21] [22]. The authors in [23] proposed a
lightweight model for DR classification where CNN
is used for feature extraction and various machine
learning classifiers (SVM, AdaBoost, Naive Bayes,
Random Forest, and J48) are used for classification
using KAGGLE, IDRiD, and MESSIDOR datasets. Sev-
eral evaluation metrics, e.g., accuracy, precision, re-
call, specificity, FPR, and Kappa Score are calcu-
lated and the J48 classifier outperforms others. In
[24], the authors proposed three different Deep CNN
models with varying numbers of epochs and batch
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sizes for 5-class DR classification. All three mod-
els are evaluated using red, green, and blue chan-
nel images and grayscale images, and the best re-
sult score was 97.07% for the blue channel of fundus
images. Shufflenet [25] was originally designed for
small power-constrained devices like mobile which
was an efficient CNN model that performs better
than the MobileNet [26] in classification tasks on Im-
ageNet. Shufflenet shows 13 times higher accuracy
than AlexNet on ARM-based mobile devices. In [27],
the authors develop a lightweight CNN to classify
DR and DME automatically. In hyper-parameters
tuning, the authors examine four sets of combina-
tions: Adam optimizer with a learning rate of 10-4,
SGD optimizer with a learning rate of 10-4, Adam
optimizer with the cosine decay learning rate, and
SGD optimizer with the cosine decay learning rate
where the model expresses best performance with
SGD optimizer with the cosine decay learning rate.
A transfer learning-based approach is proposed for
DR screening using fundus images captured by smart-
phones [28]. They used NasNetMobile lightweight
model as a feature descriptor where a multilayer per-
ceptron was used as a classifier. A custom dataset
was used for training and validating the model per-
formances which was prepared by expert ophthal-
mologists. The achieved result was 94.44% sensitiv-
ity, 96.92% specificity, 95.91% accuracy, and 95.71%
precision at the validation stage. Another transfer-
learning based study demonstrate binary classifica-
tion of diabetic retinopathy where VGG16, Incep-
tionV3, and MobileNet pre-trained cnn models are
applied. VGG16 model shows best classification re-
sult than others [29]. In [30], a novel AI-based ap-
proach has been proposed for Diabetic Retinopathy
detection using public funds images datasets. Two
different U-net architectures are used for Optic Disc
(OD) and Blood Vessels (BV) segmentation, and CNN
with Singular value decomposition (SVD) was used
for appropriate feature selection following extraction.
At last, transfer learning-based InceptionV3 was ap-
plied for DR diagnosis, and various famous metrics
were calculated to compare the result. The authors
in [31] present various preprocessing techniques for
raw fundus images as those images are very difficult
to analyze using a traditional ML system. Used pre-
processing techniques are resizing, histogram equal-
ization, image enhancement, and green channel ex-
traction. They also perform microaneurysm and hem-
orrhage detection, and optic disc and exudate elim-
ination. The seven most significant features out of
14 extracted features are used for classifying normal
images from DR-diseased images. In [32], the au-
thors proposed a study showing the importance of

required image preprocessing in classifying diabetic
eye diseases. The final classification task is achieved
through a series of intermediate steps, e.g., enhanc-
ing the quality of images, segmenting the region of
interest (ROI), augmenting the image dataset using
geometric transformation, and finally classification.
Their custom-built CNN architecture showed the opti-
mized result such as accuracy, sensitivity, and speci-
ficity with traditional image processing techniques.
A transfer learning based VGGNet CNN model was
proposed for detecting diabetic retinopathy automat-
ically [33]. Data augmentation technique is used to
tackle limited and imbalanced datasets. Various pre-
processing methods are applied to enhance the im-
ages quality. The transfer learning method outper-
forms other similar methods in terms of accuracy. In
[34], the authors propose three different custom CNN
architectures that are built using common CNN layers.
The model was trained as a single model and as an
ensemble of three models with image datasets pro-
vided by EyePACS. As a single model, the quadratic
weighted kappa score is 0.386 and the ensemble of
three models gives 0.3996.

3. Materials and Methodology

This study uses the power of transfer learning
to classify the stages of Diabetic Retinopathy. The
transfer learning approach enables CNN models to
overcome the demand for a lot of data for train-
ing and saves computational resources along with
memory. The pre-trained lightweight CNN architec-
tures are applied to learn features from retina images
for 2-stage (binary) and 5-stage (multi-class) classi-
fication. Small-sized lightweight models are investi-
gated to test their applicability on low-resource de-
vices such as mobile phones. CNN models with com-
putationally inexpensive and higher performance are
mostly expected in the current context. CNN is built
with stacked layer architecture that allows the model
to extract significant features layer by layer automat-
ically without any human supervision. CNN is supe-
rior than its predecessor in terms of performance as it
select and extract features accordingly. The extracted
information is then flattened and fed into a fully con-
nected layer for classification. Fully connected lay-
ers are final layers that are responsible for calculat-
ing class probabilities. The true class is identified
depending on the class probability value. The over-
all methodology of the proposed work is presented
in Figure 2. In the proposed work the model was
trained and validated in 5 (five) steps with transfer
learning of CNN (Convolutional Neural Network).
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Fig. 2. Workflow in Diabetic Retinopathy Classifica-
tion.

3.1. Dataset

The DDR dataset [35] is used for training, valida-
tion, and testing the performance of lightweight CNN
architecture that consists of 13,673 images of 9,598
individuals where 48.23% are male and 51.77% are
female patients covering ages from 1 to 100. The im-
ages were collected from 2016 to 2018 at 147 hospi-
tals in 23 provinces in China and prepared for general
purposes. This dataset supplied three different anno-
tations: image level, pixel level, and bounding box
annotations. The images in this dataset are graded by
seven expert graders and a voting system is used to
determine the final grading. All images in this dataset
are grouped into six classes: No DR, Mild NPDR,
Moderate NPDR, Severe NPDR, Proliferative DR, and
Ungradable. The ungradable images are beyond clas-
sification by expert graders because of very low im-
age quality and are usually ignored by the research
community. The frequency distribution of each class
in the DDR dataset is presented in Table 2. Since all
the images in the ungradable class are excluded from
this study, the class distribution of the DDR dataset
for this paper is as in the Figure 4.

Fig. 4. Frequency distribution of each class in bi-
nary and multiclass classification.

3.1.1. Data Preprocessing

Data preprocessing is a mandatory step in med-
ical image processing as it cleans, refine, enhance,
remove noise, eliminate unwanted areas, prepare,
and arrange dataset before fed into the deep learn-
ing models. The images dataset collected from Kag-
gale repository [36] are found cropped, that means
unwanted black areas are removed. Only the retina
encircled images are collected from Kaggle. Then
the contrast limited adaptive histogram equalization
(CLAHE) is applied for image enhancement. CLAHE
is an image enhancement method used in contrast
enhancement on low contrast images found in med-
ical imaging such as retinal fundus images. CLAHE
is the evolution of the probability theory-based His-
togram Equalization (HE) and Adaptive Histogram
Equalization (AHE) techniques that is used to en-
hance and resolve the comparability issue for digi-
tal images. [37] CLAHE carried out the procedure by
increasing the Histogram Equalization (HE) Compli-
cations which makes the improvements in medical
images even better by increasing the HE Compensa-
tion. Sample images from each class are shown in
Figure 3 where NPDR stand for non proliferative di-
abetic retinopathy. All the images shown in Figure 3
are preprocessed images.

3.2. Used lightweight CNNModel

Currently, deep CNNs are used extensively in
medical image analysis because of its unique fea-
tures and unparallel benefit. Although CNN requires
a lot of data to train the model, the research commu-
nity is attracted by CNN’s dynamic features learning
and selection. There are two ways of using CNN
effectively in image classification: designing the cus-
tom CNN model from scratch and transfer learning
(TL) the pre trained CNN architectures to solve sim-
ilar problem. Transfer learning is a popular method
where the pre trained weights are used in case of
fewer dataset and limited computational powers. In
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Table 2. Number of Images in each class in the DDR dataset.

Severity Stages No DR Mild Moderate Severe Proliferative DR Ungradable Total
Class 0 1 2 3 4 - -
No. of Images 6266 630 4477 236 916 1151 13673
Percentage(%) 45.83% 4.53% 32.74% 1.73% 6.68% 8.42% 100%

Fig. 3. Sample images from each class of the DDR dataset that used in this study .

this study, the lightweight CNN architectures are con-
sidered for DR classification because its depth is less,
requires low resources for computation, and shorter
training time. Considering those issues, MobileNet
and MobileNetV2 are used via transfer learning. In
transfer learning paradigm, the process are gener-
ally implemented through two steps: the top layer
weights are reused and the parameter and weights
of the classifier are updated at training time with the
intended dataset.

MobileNet [26] is a first model designed for mo-
bile and embedded devices. MobileNet is small,
low depth, and has fewer number parameters to
meet the requirements of low-resource devices. Mo-
bileNet uses depth wise separable convolution which
decreases the number of parameters and results in
lightweight. A depth wise separable convolution is
combination of two distinct operations: depth wise
convolution and pointwise convolution.

MobileNetV2 [38] was invented by Google in which
inverted residual blocks are used for improving per-
formance. In this model, two types of blocks are
used: one is residual block with stride 1 and another
block is stride 2. Each block has 3 layers. The first
layer is 1 by 1 convolution layer with Relu6, depth
wise convolution is second layer, and third layer is 1
by 1 convolutional layer with no non-linearity.

3.3. Framework and Experimental Setup

The proposed work was carried out using Python
software package. Anaconda with Python default
version 3.9 is used in Windows environment. Spyder
is used as a development environment which is free

IDE (Integrated Development Environment) included
in Anaconda. A Windows 10 Desktop PC with 1T
SSD, 16 GB RAM, and NVIDIA GEFORCE RTX 2080
(16 GB) was used for experimental work. The deep
learning API Keras is used with Tensorflow as its back
end because it runs smoothly on both CPU and GPU.
Moreover, Keras supports almost all neural network
models.

3.4. Model Training and Validation

All the training and validation works were per-
formed using a Desktop PC whose specifications
are described in above paragraph. Two lightweight
Convolutional Neural Network (CNN) architectures:
MobileNet and MobileNetV2 models are utilized to
classify the severity stages of Diabetic Retinopathy
through transfer learning. The trained weights of the
CNN models are transferred and used in the training
process where those models are originally trained on
ImageNet dataset[39], a very large image dataset that
contains more than 14 million images of thousand
classes. All the upper layers remain frozen during
training that means the weights are not being up-
dated during training. The transfer learning includes
fully connected layers at lower level which is called
classifier according to the number of classes to be
classified. Only the fully connected (FC) layers are
being updated during the training period. Same hy-
perparameters values are utilized for both CNN mod-
els. Cross-entropy loss in the training period as well
as validation period is calculated at each epoch for
a total of 500 epochs using training and validation
dataset, respectively. Adam optimizer with default
learning rate 0.001 is used in training because it has
the tendency to converge faster than other in many
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Table 3. MobileNet performance on validation data for binary classification.

Model Step 1 Step 2 Step 3 Step 4 Step 5
Accuracy 80% 87% 89% 92% 93%
Precision 81% 88% 89% 92% 93%
Recall 80% 87% 89% 92% 93%

F1-Score 79% 87% 89% 92% 93%

cases. In CNN, adam is works well and used popu-
larly and hence considered default optiizer. A batch
size of 32 is used to estimate the error before adjust-
ing weights throughout the training period. At last in
the fully connected layer, sigmoid and softmax acti-
vation function is used as a requirement for binary
and multiclass classification, respectively. Accuracy
and loss at each epoch for every validation step is
calculated.

Before feeding the dataset into the model, the
dataset is prepared according to the number of
classes in classification. For 5-class classification, the
dataset is utilized as it is. But in case of 2-class (bi-
nary) classification, we made the 2 class by mixing
classes. Images in Class 1, Class 2, Class 3, and Class
4 are combined to form the diseased class where im-
ages in Class 0 are considered as healthy class as well.
Class wise frequency distribution for 5-class and 2-
class classification are depicted in Figure 6. Training
and validation of the models are performed through
five iteration with 100 epochs at each step, means
500 epoch in total. The training, validation and test-
ing process graphically shown in Figure 2.

Repeated training and validation is typically ef-
fective to learn the model about dataset when there
are class imbalance problems in the dataset. First the
whole dataset is divided into two folders: Training
and Testing. Before dataset splitting, shuffles it to
avoid any ordering in dataset. The weights of each
step is transfered to next step. So, the validation per-
formances increased step by step. There a clear sign
of overfitting at the beginning of validation because
of class imbalance in the dataset. Classification report
generated at validation time clearly indicate that the
validation accuracy improves as itertion progresses.
The cross validation result of the MobileNet and Mo-
bileNetV2 for binary and multiclass classification are
presented in Table 3, 4, 5, and 6.

4. Testing Result and Discussion

After training and validation, the performance of
the lightweight CNN models are evaluated using a
test dataset. There are 1250 and 1251 images that
were used for 5 class and 2 class classification, re-
spectively. For both models, the testing performance

was evaluated by calculating accuracy, precision, re-
call, F1-score values, and ROC curves.

Fig. 5. Testing result for binary classification.

Fig. 6. Testing result for multiclass (5-class) classifi-
cation.

The values of accuracy-score, f1-score, precision-
score, recall-score, confusion-matrix were calculated
by using builtin function of sklearn.metrics. The
overall testing results for binary (2-class) and multi-
class (5-class) classification are presented in the Fig-
ure 5 and Figure 6, respectively.

Mobilenet showed slightly better performance
than MobileNetV2 in both modes of classification. In
case of binary classification, the accuracy, precision,
recall and F1-score of MobileNet model are 80%, 80%,
80% and 80%, respectively and the accuracy, preci-
sion, recall and F1-score of MobileNetV2 model are
79%, 79%, 79% and 79%, respectively. For the mul-
ticlass classification, the MobileNet model achieved
71% accuracy, 70% precision, 71% recall, and 71%
F1-score. A 69% accuracy, 68% precision, 69% recall,
and 69% F1-score achieved by MobileNetV2 architec-
ture.
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Table 4. MobileNetV2 performance on validation data for binary classification.

Model Step 1 Step 2 Step 3 Step 4 Step 5
Accuracy 78% 85% 87% 88% 90%
Precision 78% 85% 87% 88% 90%
Recall 78% 85% 87% 88% 90%

F1-Score 78% 85% 87% 88% 90%

Table 5. MobileNet performance on validation data for multiclass (5-class) classification.

Model Step 1 Step 2 Step 3 Step 4 Step 5
Accuracy 71% 80% 87% 89% 90%
Precision 70% 79% 87% 89% 90%
Recall 71% 80% 87% 89% 90%

F1-Score 70% 79% 86% 89% 90%

Fig. 7. Confusion Matrix for binary classification
generated by MobileNet.

Fig. 8. Confusion Matrix for binary classification
generated by MobileNetV2.

Figure 7 and 8 represents the confusion matrix re-
sults for binary classification by MobileNet and Mo-
bileNetV2, respectively. Figure 9 and 10 represents

the confusion matrix results for multiclass (5-class)
classification by MobileNet and MobileNetV2, respec-
tively. In case of binary classification, MobileNet
made 513 correct predictions and 113 misprediction
among 626 images of (Class 0) healthy class and 492
correct prediction and 133 misprediction among 625
images of (Class 1) diseased class. Similarly, Mo-
bileNetV2 predict 506 images correctly and 120 mis-
prediction among 626 images of (Class 0) healthy
class whereas 478 correct prediction and 147 mis-
prediction among 625 images of (Class 1) diseased
class. MobileNet showed 81.94% and 78.72% accu-
racy for healthy and diseased class, respectively. Mo-
bileNetV2 showed an accuracy of 80.83% and 76.48%
for healthy and diseased class, respectively.

Fig. 9. Confusion Matrix for 5-class classification
generated by MobileNet.
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Table 6. MobileNetV2 performance on validation data for multiclass (5-class) classification.

Model Step 1 Step 2 Step 3 Step 4 Step 5
Accuracy 67% 78% 82% 87% 88%
Precision 67% 77% 82% 87% 88%
Recall 67% 78% 82% 87% 88%

F1-Score 67% 77% 81% 87% 88%

Fig. 10. Confusion Matrix for 5-class classification
generated by MobileNetV2.

It is evident from the above discussion that Mo-
bileNet performed well on both healthy and dis-
eased class than MobileNetV2. In multiclass classi-
fication shown in Figure 10, both models compara-
tively performed well on Class 0 (No Disease) and
class 2 classes (Moderate DR) but showed worst per-
formance on class 1 (Moderate DR) and class 3 (Se-
vere DR). In the case of class 4 (Proliferative DR),
both models performed moderately.

Fig. 11. Receiver Operating Characteristic (ROC)
curve for binary classification by MobileNet.

Fig. 12. Receiver Operating Characteristic (ROC)
curve for binary classification by MobileNetV2.

Fig. 13. Receiver Operating Characteristic (ROC)
curve for 5-class classification by MobileNet.

Fig. 14. Receiver Operating Characteristic (ROC)
curve for 5-class classification by MobileNetV2.
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Table 7. Performanes comparison with others state of art works.

Algoritms Dataset Used Results

Custom build CNN model
by H. Pratt et al. [8]

Kaggle Dataset
(80,000 images)

Accuracy: 75%
Sensitivity: 30%
Specificity: 95%

CNN Transfer Learning
by Wang et al. [40]

EyePACS
(35,126 images)

AlexNet: 37.43%
VGG: 50.16%
InceptionV3: 63.23%

MobileNet and MobileNetV2
via Transfer Learning (Our Work)

DDR Dataset
(12,522 images)

Binary Classification:
Accuracy: 80%
Multiclass Classification:
Accuracy: 71%

ROC (Receiver Operating Characteristics) curve is
plotted using false positive rate (FPR) and true pos-
itive rate (TPR) values. Figure 11 and 12 shows the
ROC curve for binary classification by MobileNet and
MobileNetV2, respectively. In binary classification,
MobileNet occupy the area under the ROC curves
are 88% for healthy class and 89% for diseased class
and MobileNetV2 occupy the area under the ROC
curves are 87% for healthy class and 86% for diseased
class. ROC curve for multiclass (5-class) classification
by MobileNet and MobileNetV2 are shown in Figure
13 and 14, respectively. For multiclass classification,
class 4 occupied the highest area 92% and 89% by
MobileNet and MobileNetV2, respectively.

5. Conclusion and Future Research

Long-term diabetic retinopathy may damage the
retina of the eye and lead to permanent vision loss.
Nowadays, along with the increase in diabetic pa-
tients, the number of diabetic retinopathy patients is
increasing alarmingly. So, detection and classifica-
tion of diabetic retinopathy at an early stage can lead
to early treatment which can save eye vision. Ex-
pert ophthalmologists are currently investigating dia-
betic retinopathy by scrutinizing the lesions and other
symptoms associated with the disease. This clini-
cal process is very effective for DR screening, but it
is time-consuming, cost and resource-effective, and
error-prone. The symptoms of DR are initially in-
visible which makes early DR detection a very chal-
lenging task using the traditional way. Therefore,
the automatic DR detection method is a prime need,
especially in the rural areas of lower-middle-income
countries where expert doctors are very few in num-
ber compared to DR patients. CNN has demonstrated
its efficacy in DR detection through automatic feature
extraction and selection. In this paper, the perfor-
mances of lightweight CNN architectures: MobileNet
and MobileNetV2 are analyzed in DR severity clas-

sification via transfer learning. Although the DDR
dataset has enough image data, it is a highly imbal-
anced dataset that has a maximum of 6266 images
in class 0 (45.83% of the total) and a minimum of
236 images in class 3 (1.73% of the total). To im-
prove the performances of CNN using an imbalanced
dataset, the model has been trained and valilate in
five (5) repeated steps, and therefore the validation
result increased with each iteration. The highest 93%
and 90% validation accuracy were achieved by Mo-
bileNet after the last iteration in binary and multiclass
classification, respectively. The performances of the
models are tested using a test set and the highest
80% and 71% accuracy were achieved during testing
by MobileNet in binary and multiclass classification,
respectively. In the future, the same work may be
done with some modification and finetuning of the
models to improve the performance.
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