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Abstract. Particular methods exist to compare images based on comparing knowledge 
about images as a whole; however, for reliable operation of such algorithms, the image 
should have significant brightness jumps in most areas, heterogeneous scene details, and 
minimal distortions caused by affine transformations. This study aims to improve the 
efficiency of video information computing systems of machine vision in data processing by 
using methods and organization algorithms that allow real-time estimation of the moving 
object's location and 3D identification. For that, this paper solves a set of base theoretical 
problems, combining the choice of hardware for obtaining and processing information, 
determining the coordinate origin, defining the reference plane of the underlying surface, 
dividing images into levels to achieve higher processing speed, and determining the spatial 
coordinates of image points from the stereo system. This paper reviews existing image 
acquisition systems and considers correlation functions for the 3D identification problem. 
In developing an algorithm that performs real-time 3D identification, the problem at hand 
is formalized, and the number of levels of the image pyramid is selected, considering the 
problems arising in 3D identification. 
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1. Introduction 
 
In recent years, the number of tasks requiring 

automation of visual information processing performed 
by digital computing machines in real-time and related to 
various application areas has increased. Specialized 
computing systems of visual information processing are 
created to solve these tasks. Their design is currently a 
complex and urgent problem. One of the main directions 
of developing such systems is the construction of ground-
based onboard video information computing complexes 
designed to estimate moving objects’ location [1, 2]. 

One of the most urgent problems associated with 
developing onboard vision systems is detecting and 
selecting objects in sight of the image sensor. These are 
mobile equipment, airplanes, helicopters, motor vehicles, 
ships, and people. However, the information on the 
characteristics of objects to be selected usually includes 
only approximate dimensions of the object or area. 

Some sources of variation in the conditions of image 
observation exist. First, it is the refraction of light rays in 
the atmosphere; second, motion and changes in the spatial 
orientation of the image sensor because of the sensor's 
placement on a moving object such as mobile equipment, 
an all-terrain vehicle, or a positioning device. In such a 
case, transformation parameter estimation methods based 
on video sequence image analysis are used [3-5]. By 
calculating the estimates of bias and distortion parameters, 
it is possible to compensate for their influence, but only 
partially because the estimates of these parameters will 
always have some error. 

The problem of video information processing is 
known as image understanding. Image understanding 
means the transfer from a low-level, brightness-based 
description to a high-level, meaning-based description. 
The system that realizes this transition is called an image 
understanding system [6]. The evolution of brightness and 
geometric structure detection methods has gone on for 
about twenty years, from simple to complex [7]. The most 
developed area is the detection of simple structures like 
"spots, points, edges, corners, lines." Here, one of the 
central problems that distinguish the theory of image 
processing, particularly the theory of signal processing, are 
methods for detecting objects that are weakly sensitive to 
various types of variability [8, 9]. Such methods are 
characteristic only for images with distortions, such as 
optical sensor distortions, glares, shadows, occlusions, 
shape distortions, angular distortions, and noise 
components. 

Video information processing should obtain data on 
the object geometry (coordinates of vertices and normals), 
further linking to the texture coordinates of the image. 
This study aims to improve the efficiency of video 
information computing systems of machine vision using 
methods and algorithms for organizing special data 
processing that makes it possible to determine the real-
time location of a moving object [10]. 
 

2. Literature Review and Analysis 

 
The problem of detection and selection of objects and 

pattern recognition has not yet been fully solved. However, 
within significant constraints, some methods make it 
possible to approach its solution. Particular methods for 
image comparison use the comparison of knowledge 
about images in general. Generally, it looks as follows: 
after calculating the value of a specific function for each 
image point, it is possible to assign a particular 
characteristic to the image. After that, the image 
comparison problem is reduced to comparing such 
characteristics [11]. 

Measurement of three-dimensional coordinates of 
points implies the calculation of spatial characteristics of 
an object using information of another kind. 
Photogrammetric methods have achieved great success in 
indirect measurements [12, 13], which make spatial 
measurements from the object images obtained in a 
specific way. Here, the triangulation principle is used to 
obtain numerical values of coordinates. To apply the 
triangulation principle, it is necessary to have at least two 
multiview (taken from different points) images of the 
object. As soon as the positions of points corresponding 
to one 3D point on the object are indicated in two images, 
it is possible to calculate the coordinates of this 3D point. 
However, to solve the problem, it is necessary to specify a 
common 3D coordinate system and know all the system 
parameters, such as camera positions and their internal 
parameters (Fig. 1). 
 

 

 
 

Fig. 1. Scheme of point coordinates determination in 3D 
space by photogrammetric system. 
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Object detection tasks rely on image processing 
algorithms, which, in turn, must receive information from 
video sensors, one, two (stereo pair), or a whole group. To 
obtain such information, machine vision systems are 
developed. These systems use technology to create devices 
similar in structure to the human eye, endowing them with 
functions necessary for their work. Note here that a single 
video sensor in a machine vision system provides only 
monocular vision, which makes it possible to analyze 
changes in a flat image. Binocular vision provides 
stereoscopic vision, the ability to see the surrounding 
world in three dimensions, determine the distance 
between objects, and perceive the depth and physicality of 
the surrounding world. 

The image processing process depends on the desired 
result and what we want. It can be a point cloud, a surface, 
a set of sections, a plan, a complex ST model, and a set of 
measurements (lengths, perimeters, diameters, areas, and 
volumes). 

One of the examples of the algorithms of the systems 
performing 3D identification with the subsequent 
calculation of the 3D object point coordinates for two 
cameras is the searching algorithm for a point along the 
epipolar line. For each point m1 from the left image, its 
paired point in the right image can lie only on some line l2 
determined by the shooting geometry (epipolar), which 
intersects the image of the illuminated line in point m2. 
Thus, points m1 and m2 are a pair of corresponding points. 
3D coordinates of the point M on the object surface are 
calculated from m1 and m2. 

When the epipolar passes through the desired point 
on the right and left camera images, it is necessary to 
compute the coefficient of concordance. Correlation 
systems can be used in image processing and 
correspondence search tasks [14]. 

Correlation-extreme systems (CES) combine and 
realize random functions to determine motion coordinates. 
In particular, correlation-extreme navigation systems 
(CENS) use working information about one or other 
fields with spatially random structures. It is convenient to 
classify correlation-extreme systems by the type and 
volume of operational a priori (initial) information. 
According to the operational information type perceived 
by sensors, CESs are subdivided into two classes: CES I 
and CES II. 

Class I of CEC includes systems where operational 
information about the navigation field is taken at a single 
current point. Such CECs use both surface and spatial 
fields. Class of CES II includes systems where the 
operational information is taken from some area (frame), 
i.e., the information sensor gives some image at any time. 
CES II class includes, in particular, navigation systems 
operating on the principle of terrain image superposition 
[15]. 

According to the volume of initial information used 
in the system, there are systems "without memory" and 
systems "with memory". The former, unlike the latter, do 
not have a "reference" image of the field in the navigation 
area and can only determine the rate of change of the 

aircraft coordinates relative to the landmarks, using any 
surface fields, including those unstable in time (e.g., cloud 
cover). According to the method of information storage 
and processing there are classes of analogue and digital 
systems. 

Systems with minimal a priori information store 
information about the coordinates of discrete process 
points as "landmarks" in a memory block. Such systems 
require less memory space than systems with complete a 
priori information (with equal observation area) but have 
more strict accuracy requirements and more complex 
calculation algorithms. All CES subclasses differ in storing 
and processing a priori and operational information. From 
this point of view, CESs belong to analog (continuous), 
digital, and analog-to-digital (mixed). Analog systems store 
a priori information about the process and perform 
calculations in analog form. Digital CESs perform these 
operations by a digital computer, using, in many cases, a 
specific block to increase the amount of external memory. 

Image processing techniques to select characteristic 
details such as lines, dashes, corners, and objects defined 
by reference images are well developed [16, 17]. Various 
image filtering algorithms, Hough transforms [18, 19], 
morphological operations, and others are used to detect 
them. However, most of these techniques have a 
significant disadvantage – either the accuracy of object 
localization does not exceed one pixel, or these use a priori 
information about the geometric properties of the object 
(search for straight lines and circles using the Hough 
method). This study uses an approach based on the search 
for correspondence of points of the left image to the right 
one using correlation algorithms using epipolar geometry. 
This approach is based on the fact that when searching for 
a point along an epipolar line using a correlation algorithm, 
the template moves pixel by pixel given by the search 
window, and the correlation coefficient is calculated at 
each position. When the correlation coefficient reaches its 
highest value, it is the position of the best correspondence. 

Correlation algorithms are often used in the 
construction of machine vision systems based on the 
photogrammetric principle, so most of the published 
works consider the problem of selecting the characteristic 
features of the left image on the right one [20]. 

The correlation coefficient is a mathematical measure 
of the correlation between two random variables. The 
correlation coefficient or pairwise correlation coefficient 
in probability theory and statistics is an indicator of 
character. When two random variables change, correlation 
can be positive and negative (the absence of a statistical 
relationship is also possible, such as for independent 
random variables). 

To perform the 3D identification procedure and to 
find the 3D coordinates of a point on scale images 
comparable to the one used in this study (CCD cameras 
have a resolution of 640×480 pixels), correlation 
algorithms are applied, which often take from several 
seconds to several minutes. Thus, as an example of using 
correlation functions in image processing, this study 
demonstrates the action of the algorithm of statistical 
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correlation of the sum of absolute differences SADij(u,v) 
of two parameters u and v (the size of the computation 
area is in pixels), where the most appropriate value of the 
right image is chosen for the value of the left image. The 
correlation function takes the following form: 
𝑆𝐴𝐷𝑖,𝑗(𝑢, 𝑣) = ∑ |𝑔𝑡(𝑥, 𝑦) − 𝑔𝑡+1(𝑥 + 𝑢, 𝑦 + 𝑣)|(𝑥,𝑦)∈𝐵𝑖,𝑗

 (1) 

where 𝑔𝑡(𝑥, 𝑦) is the brightness of pixel t at the point 
(х,у), 

𝑔𝑡+1(𝑥, 𝑦) is the brightness of pixel t+1 at the point 
(х,у). 

The summation in this approach is performed over all 
points of an object (e.g., a rectangular block). Using this 
technique to construct a 3D surface point cloud takes 
from 2 to 4 minutes of personal computer processor time, 
depending on the size of the (x, y) point search window. 
This example demonstrates the capabilities of 3D machine 
vision for a stationary object when processing time is not 
crucial. However, the use of this technique with the 
limited processing time does not make it possible to use it 
when solving the problem of real-time image processing 
set in this study. 
 

3. Research Methods and Results 
 
Video surveillance uses digital CCD cameras with a 

resolution of 640×480 pixels because this resolution 
should make it possible to find a 3D model of the 
underlying surface relief at a distance of 5 to 150 meters, 
after which the array of 3D coordinates of the obtained 
points will be checked for the margin with the given 
reference plane. 

The image of one digital camera 640×480 pixels 
carries about 307,000 points in one frame, so the number 
of points obtained from one stereo pair will be 
approximately 614,000. After the image reduction, the 
number of points involved in processing will become 
about 370,000. At a processing rate of 15 frames/sec, the 
number of points will be around 5 million. To achieve the 
minimum processing time, it is necessary to develop such 
a 3D identification algorithm, which will determine the 3D 
coordinates of the points of the observed scene for the 
time T=1/15, i.e. for 65 ms (at 30 frames/s). 

As a proposed solution to reduce the time of finding 
3D coordinates of the underlying surface points, the 
method of finding points by image pyramid is used with 
the original image represented as N-images of different 
accuracies. 

However, this type of task should presumably utilize 
a gradient map at each level [21], with the following 
conditions determining the algorithm of the 
corresponding point search module to speed up the search 
procedure: 

− The size of the point search window, 

− The frame size in pixels at the lower level of the 
pyramid, 

− The search time of a point at the lower levels should 
be equal in total to the search time of a point at the 
upper (initial) level, 

− The map of gradients should consider their directions 
(this procedure will reduce the algorithm's running 
time and increase the finding reliability, which will be 
described below). 
The stage of system development should start with 

the 3D identification of points of the left image on the 
right one according to the generated algorithm, then 
calculate the spatial coordinates of the found points, and 
end with the information file creation with the data on the 
height of the obstacle points relative to the given reference 
underlying surface and the distance to the moving 
platform (Fig. 2). 
 

 
 

The need to use correlation methods is because their 
main advantage is the high accuracy and reliability of the 
selection of objects in a complex background with a low 
signal-to-noise ratio. The increased computational 
complexity of correlation methods is surmountable using 
modern FPGA and microprocessors. However, another 
disadvantage, consisting of increased requirements for the 
availability of a priori information, can be overcome only 
partially using the image pyramid and gradient 
representation of the underlying surface features. Using 
the correlation method can be justified only when initial 
object detection is at a low-resolution level. 

Internal orientation parameters define the position (xp, 
yp, f) of the projection center in the image coordinate 
system. Parameters of external orientation define the 
position of the projection center in the scene coordinate 
system (Х0, Y0, Z0) and the rotation of the image 
coordinate system relative to the scene coordinate system. 
The labels' coordinates serve as observations to solve the 
problem of calculating the vector of estimated parameters. 
Solving the system of normal equations uses the Gauss 
method [22]. 

Real-time estimation of the angular position 

parameters of the left (L,L,L) and the right (R,R,R) 
cameras in the pixel coordinate system includes the 
procedure of their mutual orientation necessary for 

 
 

Fig. 2. Sequence of operations to obtain the final result. 
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reliable distance estimation to an obstacle. Estimating the 
orientation parameters is performed under specified 
distances between some reference points of the test scene 
measured with the accuracy of 5 mm. 

The applied calibration method makes it possible to 
obtain the resulting accuracy at the level of approximately 
5 mm at a 15 m distance: 

− The estimation accuracy of spatial coordinates of 
reference points of the test scene is 5.14 mm at a 
distance of 15 m; 

− The estimation accuracy of angular parameters of the 
external orientation of cameras is 0.35. 
After capturing a sequence of stereo pairs, reference 

points are automatically recognized on images with further 
calculation of their coordinates with subpixel accuracy and 
estimating mutual orientation parameters using the 
obtained sequence of stereo images. 

Data flow in the camera calibration module is: 

 
int 0 0 0 1 2 0 1( , , , , , , , , , , )T

x y x x x y yP f x y m m k k k k k k=

'
int 0 0 0 1 2 0 1( , , , , , , , , , , ) 'T

x y x x x y yP f x y m m k k k k k k=
 (2) 

 

where Pint, Pint – vectors of internal orientation 
parameters for the left and the right cameras, f – the focal 
length, (x0, y0) – the selected point, mx, my – scale 
parameters, and k – distortion parameters. 

 𝑃rel = (𝛼, 𝜅, 𝛼′, 𝜔′, 𝜅′)rel (3) 
where Prel – the vector of mutual orientation parameters, 

, ,  – left camera rotation angles, , ,  – right 
camera rotation angles. 

At 3D identification of one stereo pair (left and right 
images), it is necessary to determine the 3D 
correspondence of image points for a time interval of 
1/15 second. Methods of image reduction, division into 
levels of different scale and informativeness, and 
correlation by epipolar line with gradient refinement are 
developed as tools for searching the left image point on 
the right one. These operations and techniques allow 3D 
identification and search for image point coordinates from 
a real-time video sequence [23]. 

The 3D identification task includes the following 
subtasks: 

1. Selection of a reference in one image; 
2. Detection of an image corresponding to the 

reference in another image; 
3. Subpixel refinement of the position of the image 

corresponding to the reference; 
4. Estimation of 3D identification quality. 
3D pair images differ from each other due to a set of 

factors of four categories [24]: 
1) Global factors that uniformly distort the intensity 

level of characteristics of all scene (field) elements and 
cause geometric distortions of different natures; 

2) Regional factors that uniformly distort the intensity 
level of characteristics only within homogeneous areas of 
the scene, for example, changes in contrast or brightness; 

3) Local factors that independently affect each 
elementary component of the scene or their grouping, e.g., 
additive or multiplicative noise; 

4) Non-structural factors that change the 
characteristic features of the scene, e.g., partial covering of 
the scene by the cloud, distortion of the scene by shadows 
and fades, and others. 

The main problems in the 3D identification of two 
images are the difference in foreshortening when 
comparing the left image with the right one and the low 
detail of the observed area. There are no universal ways to 
overcome these problems, so the quality of the final result 
directly depends on how successfully they will be 
overcome [25]. 

The following main methods restrict the search area 
for 3D correspondence of a left image point to a right 
image one: 

1) Application of epipolar geometry. If the orientation 
parameters of a stereo pair are known, then corresponding 
points should lie on epipolar lines of left and right images. 
The epipolar line for some point P of the object space is 
the line of intersection of the image plane and the plane 
passing through the camera projection centers and the 
point P. The use of epipolar geometry makes it possible to 
significantly reduce the search area since the search area 
here is a straight line rather than the whole overlapping 
area of images [26]. 

2) A priori relief height estimation, which imposes 
limitations. When there is a priori knowledge about the 
elevation of relief in each pixel of the main image, and 
their matching can be done by converting the planar 
coordinates of each pixel in the main image into geodetic 
coordinates and then converting them into planar 
coordinates in the supplementary image. Here, the more 
accurate a priori data on the range of relief heights are, the 
smaller the range of acceptable parallaxes for a given 
stereo pair is [27]. 

3) Application of image pyramid (hierarchical 3D 
identification). The result of the algorithm operation at a 
smaller scale level can be used to construct disparity 
constraints for image processing at the next scale level. 
This allows to reduce the algorithm running time (which 
is proportional to the value of the considered disparity 
range) and to reduce the number of errors due to cutting 
off a part of obviously false matches. This method uses 
possible image decimation by m times, where the 2D 
search area is reduced by m2 times [28]. 

Figure 3 presents a set of tasks that form the problem 
of 3D identification of images. 
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One of the procedures necessary to take advantage of 
the solved problem is image reduction. A video 
information system on a platform that moves along the 
surface observes the terrain. Obstacles to such a system 
are objects of the underlying surface. Since the video 
information system looks to the horizon, the upper part 
of the frame will not carry information about possible 
obstacles. Therefore, to save computational resources, it is 
necessary to exclude this area from the processing and 
point search. 

Reduction means the process of reducing the size of 
the original image vertically and horizontally. This process 
is an element of the automated vision system operation, 
which makes it possible to select the part of the scene 
necessary for further recognition and analysis at the 
processing stage. 

The complexity of applying the correlation method in 
the problem of searching for 3D correspondence of the 
left image point to the right image is in the choice of such 
sizes of the compared fragments, at which differences in 
the identical fragments are still small, and the estimation 
of the correlation coefficient remains reliable. The 
disadvantage of correlation methods is sensitivity to scale 
distortions in the identified fragments. The simplest way 
to reduce scale differences in the left and right fragments 
is to use preliminary affine image adjustment. 

The recognition problem has an explicit complex 
hierarchical character and includes several main stages of 
visual field perception, reduction, normalization of 
selected objects, and recognition. To perform the 3D 
identification procedure on the whole observed image area, 
it is necessary to select the initial search area of the 
algorithm to start working. 

Despite numerous attempts to create universal 
methods of searching for corresponding points in a stereo 
pair, this problem has not been completely solved due to 
its complexity corresponding to the difficulty of the 
general problem of image understanding. The first 
experiments in this field date back to the 50-60s. The basic 
idea of automatic 3D identification was that assuming 
sufficiently small, corresponding points, stereo pairs are 
similar, and it is possible to convert a photographic image 
into electrical signals by analyzing these signals for several 
points. Such an approach became possible by using digital 
images from CCD cameras of a video information system. 

Many 3D identification methods fix one of the images 
and search (detect) the corresponding image on the other 
image using the selected 3D identification method. The 
fixed image will be called a reference. The area in the frame 
from the left camera, necessary for finding the 
corresponding area in the right frame, will be a reference. 

The 3D identification strategy defines the general 
scheme of solving the problem of automatic 3D 
identification. The most common strategies are 
hierarchical identification and the neural network 
approach [29, 30]. Table 1 illustrates the differences 
between these methods. 

 
 

The best-known methods among the area methods 
are as follows. 

1. Normalized correlation. This method is the 
simplest and was among the first developed. It describes 
one of the first automatic 3D identification systems based 
on the computation of the normalized correlation 
function of two images, which gives satisfactory results for 
images of uncomplicated scenes. Further improvements 
were introduced into the correlation scheme, such as an 
adaptive correlation window and correction of geometric 
distortions at foreshortening change. 

2. Least squares identification [31]. It uses the sum of 
squares of brightness differences as a measure of image 
proximity. The features of this method are as follows: 

Fulfilling the requirement of piecewise constant 
surface of objects in small neighborhoods; 

− Using an iterative procedure; 

− Adaptive removing geometric and brightness 
distortions of the images; 

 
 

Fig. 3. Set of tasks that form the problem of 3D 
identification of images. 

 

Table 1. 3D identification methods. 
 

Method of 
3D 

identification 

A measure of 
proximity of images 

Images 

Area 
identification 

Correlation function, 
the sum of squares of 
brightness differences 

Sections of 
the initial 

image 

Feature 
identification 

Target function 
Edges and 

their 
attributes 

Symbolic 
identification 

Target function 
Symbolic 

description 
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− Subpixel identification with accuracy estimation; 

− The need for specifying an initial approximation. 
3. Feature identification methods. The best-known 

are methods based on dynamic programming, relaxation, 
robust estimation, and graph identification [32]. 

To implement the algorithm of real-time module 
functioning, it is necessary to process several (15) frames 
per second. To reduce the time for processing one stereo 
pair, step-by-step 3D identification is performed. The 
developed multistage 3D identification algorithm at the 
initial stage reduces the image by reducing the size of the 
initial image vertically and horizontally. 

Indeed, if the initial image size is МS pixels, where 
M is the number of pixels in the image along the x-axis, 

and S – along the y-axis, and the area М*S* does not 
contain obstacles due to low informativeness, then the 
image start for the algorithm will be a pixel with 

coordinates (𝑀𝑥,𝑦, 𝑆𝑥𝑖,𝑦𝑖) , where I is the start of the 

search area along the y-axis. Thus, the region M*S* will 
be excluded from further search. Therefore, the start of 
the area to be searched for 3D correspondence will be a 

point with coordinates (𝑀1, 𝑆𝑁нач
′ ) , where Nstart is the 

image coordinate defined by the start of the search area 

for 3D correspondence of points, and 𝑆𝑁нач
′ = 𝑆 − 𝑆∗. 

The practice of processing many images of the 
underlying surface obtained by CCD cameras mounted on 
a moving platform has shown that using only brightness 
features for identification can lead to incorrect 
determination of the point of the left image on the right 
one. In this regard, it is proposed to use images 
transformed to gradient form with the subsequent 
refinement of correlation dependence to determine the 
point position. 

The analysis of many images of the underlying surface 
obtained by CCD cameras mounted on a moving object 
has shown that using brightness features for identification 
can lead to incorrect determination of the desired point of 
the left image on the right one. To clarify the correlation 
dependence and achieve better accuracy of point finding, 
the use of images transformed to gradient form is 
proposed. To realize the 3D identification algorithm, we 

create two arrays ‖𝛻𝑥𝐿,𝑦𝐿‖  and ‖𝛻𝑥𝑅,𝑦𝑅‖ ; one contains 

norms (lengths) of gradient vectors of points (x, y) in the 
left image, and another – in the right image. 

The initial pixel value to start the search is selected 
experimentally. When the initial image size is 640×480 
pixels, the search in cells from (0) to (199,640) is not 
performed. The pixel with coordinates (0, 200) is the initial 
pixel of the image. 

The arrays 𝑃𝑖𝑥𝑥𝐿,𝑦𝐿  of the left image pixel and 

𝑃𝑖𝑥𝑥𝑅,𝑦𝑅  of the right image pixel contain the pixel 

brightness values of the black and white camera image 
(Table 2). 

 
 

The image processing algorithm can be represented 
by a general scheme where the input data matrix is F(i,j) 
subjected to linear or nonlinear processing to enhance the 
brightness difference. The transformation result is an array 

of numbers 𝛻(𝑖, 𝑗) . Then, the comparison with the 
threshold is performed, determining the position of the 

image elements with pronounced gradients. If 𝛻(𝑖, 𝑗) <
𝑇𝐿(𝑖, 𝑗) , then there is a descending drop, and when 

𝛻(𝑖, 𝑗) ≥ 𝑇𝑈(𝑖, 𝑗) – an ascending drop, where the values 

𝛻(𝑖, 𝑗) ≥ 𝑇𝑈(𝑖, 𝑗) and 𝑇𝑈(𝑖, 𝑗) are the lower and upper 
threshold values. The choice of threshold is one of the 
critical issues in differentiating between drops. If the 
threshold is too high, structural elements with low 
contrast will not be selected. Too low a threshold will 
cause noise to be mistaken for a drop. 

To confidently classify a point as located on the 
brightness drop, the brightness change associated with 
that point must be substantially more significant than the 
brightness change at the background point. Since this is a 
local computation, the way to determine which value is 
significant and which is not is to set a threshold. The 
concepts of first and second derivatives are used to 
quantify the change in brightness. First-order derivatives 
in an image are computed using a gradient. To obtain the 
second-order derivatives, the Laplacian is applied. 

The calculation of the first derivative of the digital 
image is based on various discrete approximations of the 
2D gradient. The direction of the gradient vector 
coincides with the direction of the maximum change rate 
of the function fв at the point (x, y). One of the ways to 

find the first partial derivatives х and y in a particular 
point is to apply the following Sobel gradient operator [33]. 
The gradient values computing uses image convolutions 
with masks. 

 𝛻𝑥 = (
−1 0 1
−2 0 2
−1 0 1

) (4) 

 𝛻𝑥 = (
1 2 1
0 0 0
−1 −2 −1

) (5) 

 |𝛻| = √𝛻𝑥
2 + 𝛻𝑦

2 (6) 

The amplitude-frequency response of the operator is 
expressed by the relation: 

 |𝛻| = √𝛻𝑥
2 + 𝛻𝑦

2 (7) 

For the Sobel operator, which detects horizontal and 
vertical contours (brightness drops), we can present the 
corresponding masks for convolution of the initial image 

 

Table 2. Arrays brightnesses of pixels of left and right 
images. 
 

𝑷𝒊𝒙𝒙𝑳,𝒚𝑳 𝑷𝒊𝒙𝒙𝑹,𝒚𝑹 

0.2 𝑃𝑖𝑥𝑥1,𝑦1 0.2 𝑃𝑖𝑥𝑥1,𝑦1 

… … … … 
640.48 𝑃𝑖𝑥𝑥𝑛,𝑦𝑛 640.48 𝑃𝑖𝑥𝑥𝑛,𝑦𝑛 
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and additional pairs of Sobel operator masks designed to 
detect gaps in diagonal directions. Each mask has a sum 
of coefficients equal to zero, i.e., these operators will give 
zero response in regions of constant brightness, as one 
would expect from a differential operator. The considered 

masks apply to obtain the gradient components x and y. 
To compute the gradient value, these components must 
be used together. The approach often applies when the 
gradient magnitude is calculated approximately through 
the absolute values of partial derivatives. 

 |𝛻(𝑥, 𝑦)| = |𝛻𝑥(𝑥, 𝑦)| + |𝛻𝑦(𝑥, 𝑦)| (8) 

Since the brightness function is known only at discrete 
points, we cannot determine the derivatives until we 
assume that brightness is a continuous function to which 
these points belong. The derivatives at any single point are 
the brightness functions of all points in the image, but 
approximations of their derivatives can be determined 
with greater or lesser accuracy. 

All points that are similar according to some 
predetermined similarity features described below connect 
and form a contour consisting of pixels that meet these 
criteria. Such an analysis uses the following two basic 
features to establish the similarity of the contour pixels: 

− The value of the gradient operator response; 

− The direction of the gradient vector. 
The choice of the solution method for the 3D 

identification problem was based on analyzing real images 
considering the primary factors complicating 3D 
identification: 

1) Significant brightness differences of stereo pair 
images arising when taking pictures of object surfaces at 
different angles; 

2) Significant geometric distortions because of 
potentially complex relief; 

3) Possibility of the areas with low brightness 
variation in images. 

To obtain a detailed model of the underlying surface, 
it is necessary to identify many points, so an essential 
criterion in developing the algorithm of the module was 
its operation speed. 

The scene image can be in different spatial scales. At 
that, the scene's large details are better visible on images 
with a fine (coarse) resolution. Fine scene details are 
visible only on images with high resolution. The 
informativeness of image sections also depends on their 
resolution. If you reduce the scale of the image on the x-
axis which means using an image with a coarser resolution, 
then the dispersion grows higher at the same size of the 
area. This makes it possible to use images with a coarse 
resolution for selecting references with high informative 
value to improve the 3D identification quality. An image 
presented in several scales is a pyramid (Fig. 4). 
 

 
 

To build a pyramid in the implementation of the 
algorithm of 3D identification module functioning, after 
receiving the first pair of images from the left and right 
cameras, their scaling is performed. The initial image from 
one of the cameras installed on the moving platform has 
an actual size of 640×480 pixels. In implementing the 3D 
identification method of the left image point on the right 
one, first, the correspondence is searched at the upper 
level of the pyramid, which is 1/20 of the original image 
(5%). Its size will be 40×30 pixels. 

The choice of the number of levels depends on the 
size of the initial frame and features of the underlying 
surface image obtained from video sensors. Each level is 
reduced by two times compared to the previous one. Two 
conditions are essential when choosing the number of 
pyramid levels: 

− Time required to process (perform 3D identification) 
one frame of the underlying surface obtained from the 
left and right cameras at all levels (starting from the 
highest and ending with the lowest, the initial one); 

− Reliability of processing and amount of information 
contained in images of pyramid levels, depending on 
similarity coefficients between them. 
Using the limitation of the search area by applying the 

initial approximation of the coordinates of the correlation 
function maximum, determining more accurate initial 
approximations for processing the lower levels based on 
the results of processing the upper levels is performed. 

The number of pyramid levels is determined by the 
image detail, on which the algorithm of point 3D 
correspondence detection functions, and on each 
subsequent level, the image is reduced by two times. At 
the selected number of pyramid levels, a fast transition to 
another level and processing is performed only in the 
search area of this point. 

Search for a characteristic point on the image from the 
left camera on the image from the right camera is 
performed by five levels of the pyramid: 

1st level – 40×30 pixels; 
2nd level – 80×60 pixels; 
3rd level – 160×120 pixels; 

 
 

Fig. 4. Illustration of the image pyramid method. 
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4th level – 320×240 pixels; 
The initial level is 640×480 pixels (original image). 
Each cell (pixel) of an image at a higher level of the 

image pyramid is transformed into four, doubling in the x-
axis and doubling in the y-axis. 

To specify the similarity measure of the 
correspondence search area defined at any level of the 
pyramid and consisting of some number of cells, the Ki 
indicator is used. The data in the cells are the pixel 
brightness values from 0 to 255. The cells of the search 
area 3×3 pixels on the left image are compared with the 
given search area 5×5 pixels on the right image. The 
developed 3D identification algorithm compares the 
brightness values for each cell of the left image search area 
(aLi,bLj) from the right image search areas (aRi,bRj) along the 
epipolar line. 

 
𝑎𝐿𝑖
𝑏𝐿𝑗

≤
𝑎𝑅𝑖
𝑏𝑅𝑗

 (9) 

 
where a – search area line number, b – search area column 
number. 

In the right image, a refinement is made around the 
desired point in a 3×3 pixel area, shifting the area by one 
pixel relative to the central one (the desired point). To 
determine the area containing the desired point, it is 
necessary to compare nine areas of the right image with 
the initial area of the left image. The above compares the 
nine regions of the right image with the initial area of the 
left image. Since the area values are pixel brightnesses, we 
search for a 3×3 pixel area on the right image, whose 
brightness differs least from the brightness values of the 
same dimension area of the left image containing the initial 
point. 

The analysis of the figure illustrates the comparison 
process, where ALn is the matrix containing brightness 
values of the initial area, and aBRn is the matrix containing 
brightness values of the desired area. The comparison 
procedure is performed according to the criterion. 

 𝐾 = ∑ 𝑑𝑒𝑡 (𝐴𝐿𝑛𝑖
− 𝐵𝐿𝑛𝑖

)9
𝑛=1  (10) 

 
where К – similarity coefficient of areas;  

п – the number of areas 33; 
AL – matrix of brightness values of the left image 

search area element; 
BRn – matrix of brightness values of the right image 

search area element;  
i, j – row and column numbers. 
The more the number of matched brightness values 

of cells (pixels) of the image for each area is, the smaller 
the value of the coefficient K will be, which will be the 
solution to the problem of refining the coordinate of the 
desired point. 

Figure 5 shows the scheme of the action sequence 
when implementing the algorithm of the 3D identification 
module functioning further implemented 
programmatically. 
 

 
 
The accuracy of the reference image is higher the 

more inhomogeneous the corresponding image fragments 
are. From the computational point of view, the simplest 
and most effective indicator of fragment heterogeneity is 
the dispersion of brightness within the fragment 

 𝜎2(𝑥0, 𝑦0, 𝑁) = 

 =
1

(2𝑁+1)2
∑ ∑ (𝑓(𝑥 + 𝑥0, 𝑦 + 𝑦0))

2
−𝑁

𝑦=−𝑁
𝑁
𝑥=−𝑁  

−(
1

(2𝑁+1)2
∑ ∑ (𝑓(𝑥 + 𝑥0, 𝑦 + 𝑦0)

𝑁
𝑦=−𝑁

𝑁
𝑥=−𝑁 )

2
   (11) 

 
The algorithm searches for 3D correspondence over 

a given area (1 to N). The problem of 3D identification is 
solved by a consecutive search of the values of the shift 
parameters from the permissible range. At more detailed 
levels, the initial approximation obtained from previous 
levels is used. 

For the reference f of the left image, the image f must 
be searched for in the overlap region of the right image. 
This requires about MNnα operations, where n is the 
number of pixels in the reference. For real stereo pairs 
α≈0.6, M>1000, so the total stereo identification time 
becomes unacceptably large. 

To find stereo correspondence of points of the left 
image to points of the right image, the procedure of 
correlation stereo-identification of an image point using 
brightness features is carried out. To find some pixel P of 
the left image with coordinates (xp, yp) in the right image, 
the whole overlap region of the right image should be 
checked for the presence of pixel P. 
 

 
 

Fig. 5. Scheme of the search algorithm by brute force 
search. 
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4. Analysis and Discussion of the Results 
 
The 3D identification module algorithm result is the 

determination of the point on the right image 
corresponding to the point on the left image. Figure 6 
shows the dependence of time T (ms) to perform 3D 
identification of a point on the number of levels N in the 
image pyramid. 
 

 
 

After finding the corresponding points of the right 
image for the left image, it is necessary to calculate their 
3D coordinates for detecting obstacles on the underlying 
surface and determining the location of the moving 
platform. An important aspect is the time spent on the 3D 
identification, which leaves 8 ms for two subsequent 
algorithms of the functioning of modules. 
 

5. Conclusion 
 
This work is devoted to improving the efficiency of 

the video information computing system of machine 
vision using methods and algorithms for organizing data 
special processing, which makes it possible to estimate the 
location of a mobile object in real-time. Within its 
framework, the development of methods and algorithms 
of module functioning and software for processing the 
results of video measurements by the computing system 
was performed. 

The most significant new scientific results consist in 
developing the structure of a multi-modular high-
performance computing system for processing stereo 
image data in real time using information from two video 
sensors. Also, a new algorithm for image processing 
module functioning was developed, which makes it 
possible to perform their real-time sequential 3D 
identification (up to 15 times per second). 
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