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Abstract. In this article, we present a survey on the low complexity video coding on a coding unit (CU)
partitioning with the aim for researchers to understand the foundation of video coding and fast CU partition
algorithms. Firstly, we introduce video coding technologies by explaining the trending standards and reference
models. They are High Efficiency Video Coding (HEVC), Joint Exploration Test Model (JEM), and VVC,
which introduce novel quadtree (QT), quadtree plus binary tree (QTBT), quadtree plus multi-type tree (QTMT)
block partitioning with expensive computation complexity, respectively. Secondly, we present a comprehensive
explanation of the time-consuming CU partitioning, especially for researchers who are not familiar with CU
partitioning. The newer the video coding standard, the more flexible partition structures and the higher the
computational complexity. Then, we provide a deep and comprehensive survey of recent and state-of-the-art
researches. Finally, we include a discussion section about the advantages and disadvantage of heuristic based
and learning based approaches for the readers to explore quickly the performance of the existing algorithms
and their limitations. To our knowledge, it is the first comprehensive survey to provide sufficient information
about fast CU partitioning on HEVC, JEM, and VVC.
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1. Introduction

The key purpose of video coding is to reduce the re-
quired amount of bits under a comparable visual quality.
In literature, researchers from the video coding area fol-
low one of two research directions: coding efficiency and
computational complexity. To achieve better coding effi-
ciency, the ongoing video coding standard introduces in-
novative and complicated coding tools, causing an extreme
computational complexity over its predecessor. The better
the coding efficiency, the higher the computational com-
plexity. Consequently, it increases the power consumption
and hardware cost, introducing difficulties in transporting
HD/UHD, 3D, and VR videos in real-time video applica-
tions. During the past decade, several research ideas have
contributed to reducing the computational complexity of
video coding standards. However, there are still various re-
search holes in complexity reduction direction to get a bet-
ter trade-off between coding efficiency and computational
complexity.

This article aims to provide a comprehensive review of
complexity reduction on time-consuming CU partitioning
for High Efficiency Video Coding (HEVC) [1], Joint Ex-
ploration Test Model (JEM) [2], and Versatile Video Cod-
ing (VVC) [3] since they have introduced expensive CU tree
partition called quadtree (QT), quadtree plus binary tree
(QTBT), quadtree plus multi-type tree (QTMT) block parti-
tioning, respectively. Firstly, we introduce necessary infor-
mation about HEVC, JEM, and VVC in Section 2. In Sec-
tion 3, we conduct a comprehensive and beneficial explana-
tion about three time-consuming and complicated CU par-
titioning especially for new video coding researchers. Con-
sequently, these researchers can understand the whole CU
partition process of QT, QTBT, and QTMT within a short
period. We then mainly categorize the existing fast encod-
ing research, especially for CU partitioning of HEVC, JEM,
and VVC, into heuristic and learning-based approaches in
Section 4. In the end, we conclude in Section 5.

2. Video Coding Technologies

ISO/IEC and ITU-T are international standard devel-
opment organizations that have standardized several video
compression standards for several years. Motion Picture
Expert Group (MPEG) of ISO/IEC and Video Coding
Expert Group (VCEG) of ITU-T are mainly involved in
contributing to video coding standardization and innova-
tive coding tools. H.261 [4], MPEG-4 [5], H.264/Advanced
Video Coding (AVC) [6], HEVC, and VVC standards are
the superior standards within the previous three decades.

2.1. HEVC

In 2013, MPEG and VCEG launched a new team,
called Joint Collaborative Team onVideo Coding (JCT-VC),

to develop H.265/HEVC for Ultra High Definition (UHD)
video applications since H.264/AVC is only applicable up
to Standard Definition (SD)/High Definition (HD) video
applications. Compared to H.254, HEVC can achieve a
50% bitrate reduction under the same video quality be-
cause of its innovative and time-consuming coding tools
especially a flexible quadtree-based block partition. Con-
sequently, the computational complexity of HEVC is sig-
nificantly higher than that of its predecessor H.264/AVC.

2.2. JEM

Beyond HEVC, the research specialists from MPEG
and VCEG were combined as Joint Video Exploration
Team (JVET) in 2015 [7]. JVET contributed several ad-
vanced coding tools in the Joint Exploration Model (JEM)
software to display the potential advantages of launching a
future video coding standard called Versatile Video Cod-
ing (VVC). Among these coding tools, quadtree plus binary
tree (QTBT) block partitioning is one of the leading tools.
Even though the coding efficiency of JEM can achieve up
to 40% over HEVC, its computational complexity may in-
terfere with the installation of VVC on real-time video ap-
plications.

2.3. VVC

In 2018, JVET developed VVC targeting further qual-
ity improvement on high-resolution videos such as ultra-
high definition (UHD) and virtual reality (VR) since HEVC
cannot meet the growing demand in the future video mar-
ket. To achieve a significant coding efficiency over HEVC,
VVC adopted several innovative and time-consuming cod-
ing tools under a remarkable computational complexity.
Among these advanced coding techniques, quadtree plus
multi-type tree (QTMT) block partitioning has obtained im-
pressive attention because of its outstanding coding effi-
ciency gain.

3. Time-Consuming CU Partitioning

3.1. HEVC

As mentioned above, HEVC introduces the quadtree-
based block partitioning with a new coding unit (CU) as
one of the most significant inputs since its antecedent uti-
lized only 16 × 16 macroblocks as the largest basic pro-
cessing unit for Intra/inter prediction and transform cod-
ing. Since block partitioning is the first step in the video
encoding process, the HEVC encoder initially splits each
picture of a raw video sequence into small square blocks
called CTU depending on the resolution of the raw video
sequence. The size of a CTU can be 64 × 64 which is the
default largest CTU size, 32 × 32, and 16 × 16 to get the
best trade-off between coding efficiency and computational
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Fig. 1. The preorder quadtree traversal of RD cost computation for 85 CUs of a 64× 64 CTU.

complexity. Please note that the largest CTU size can be ex-
tended more than 64× 64, for example, 128× 128. Then,
each CTU can be recursively split into several smaller square
CUs or can be a whole CU. For 64 × 64 CTU, the size of
CU can be 64× 64, 32× 32, 16× 16, and 8× 8 which is
the default smallest CU size. To examine the best quadtree
partition structure for each CTU, HEVC introduces a pre-
liminary encoding to check possible combinations of CU
size, intra/inter prediction unit (PU) modes, and transform
unit (TU) sizes. In preliminary encoding, there are two
main processes: root-leaf traversal, which splits and calcu-
lates rough rate distortion (RD) cost, and leaf-root pruning,
which compares the rough RD cost of the parent CU and
its four sub-CUs and decides whether the parent CU split
into four sub-CUs or not.

In root-leaf traversal as shown in Fig. 1, the rough RD
cost for the CTU, called root CU, at position 0 (depth 0)
is firstly calculated and split into four sub-CUs. Then, the
rough RD cost for its first sub-CU at position 1 (depth 1) is
calculated and divided into four sub-CUs. Then, the rough
RD cost for the first sub-CU at position 2 (depth 2) is cal-
culated and split into four sub-CUs called leaf CUs. After
splitting into four leaf CUs, the rough RD costs for four
leaf CUs at positions 3, 4, 5, and 6 (depth 3) are sequen-
tially computed, and there is no further splitting from these
leaf CUs.

Once the rough RD costs for four sub-CUs of each
parent CU are calculated, the rough RD cost of the parent
CU and the total rough RD cost for its sub-CUs are com-
pared and there is no further splitting from the parent CU
if the parent one is less than or equal the total one. This
process is called leaf-root pruning. In detail, the rough RD
cost of the parent CU at position 2 is less than or equal
to the sum of four sub-CUs at positions 3, 4, 5, and 6, its
four sub-CUs need to be pruned, and otherwise need to be
split. Once leaf-root pruning for each parent CU finishes,
it can be root-leaf traversal or leaf-root pruning based on
the position of the parent CU. If the current parent CU is
at position 2, it is required to do root-leaf traversal for the
CU at position 7. If the current parent CU is at position 17,
it is necessary to do leaf-root pruning again for the CU at

position 1, which is the parent CU of four sub-CUs at po-
sition 2, 7, 12, and 17. After comparing a root CU at depth
0 with its four sub-CUs at depth 1, the best CU partition
of a CTU with the smallest rough RD cost is one of 83,522
possible partitions. Fig. 2 shows one possible QT partition
of HEVC.

Depth 0 To 1

Depth 1 To 2

Depth 2 To 3

64 x 64 CTU

32 x 32 CU

16 x 16 CU

8 x 8 CU

Fig. 2. Quadtree partitioning from CTU to CU.

The number of CUs for computing rough RD costs and
comparisons depends on the size of the CTU andminimum
CU size or maximum CU depth. In a 64×64 CTU with an
8 × 8 minimum CU size (maximum CU depth = 3), there
is one root CUs and 84 sub-CUs to find time-consuming
rough RD cost and 21 comparisons to find the best CU par-
tition among 83,522 possible partitions. If CTU is 64× 64
and the minimum CU size is 8 × 8 (maximum CU depth
= 2), there are one root CUs and 20 sub-CUs for root-leaf
traversal and 5 comparisons to find the best CU partition
among 17 possible partitions as shown in Fig. 3. The total
number of possible CU partitionsNoOfPart is calculated
as in (1),

NoOfPart = (24 + 1)(D−1)2 + (Dmod 2) (1)
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Where, maximum CU depth D can be 1, 2, 3 to repre-
sent minimum CU size 32× 32 (depth 1), 16× 16 (depth
2), and 8 × 8 (depth 3), respectively, and mod is the math
function to find the remainder.

Fig. 3. Possible CU partitions of a 64 × 64 CTU with
16× 16 minimum CU size (Maximum CU Depth = 2).

Since the quadtree-based CU partition in HEVC de-
pends on the number of sub-CUs which need to spend the
whole inter or intra mode prediction, it has been a research
highlight to explore how to efficiently bring down the com-
putational complexity of CU partition under a comparable
video quality.

3.2. JEM

Even though HEVC outperforms its predecessor
H.264/AVC due to its innovative quadtree-based block par-
tition tools, there are still some crucial barriers mainly the
shape of CU is the only square shape which may lead to
a significant drawback to getting further possible develop-
ments on the coding flexibility. To fix the above main bar-
rier of HEVC block partition, JVET has introduced a cru-
cial quadtree plus binary tree-based block partition (QTBT)
during the recent JVET development and released as JEM.
As a consequence, the shape of CU can be a square or rect-
angle and CU itself can be used for prediction and transfor-
mation instead of PU and TU.

As shown in Fig. 4, an example of a QTBT partition,
a 128 × 128 CTU (depth 0)is firstly split into four square
sub-CUs (depth 1) partitioned by quadtree, similar to the

quadtree block partition in HEVC, to get the smaller square
CUs. Then, each 64 × 64 square CU can be split in three
ways by quadtree or vertical or horizontal binary tree block
partition to get four 32 × 32 square or two 64 × 32 or
32×64 rectangle sub-CUs (depth 2), respectively. It should
be noted that once a binary tree splits a CU, it could no
longer be divided by a quadtree. Each square sub-CU of
quadtree can be split in three ways and binary tree sub-CUS
only allow vertical binary tree (VBT) and horizontal binary
tree (HBT). In QTBT, the minimum QT size and maxi-
mum BT size are the essential parameters for limiting the
QT depth and BT depth.

To find a CU partition for reaching the best RD perfor-
mance, JEM recursively checks all possible partition depths,
called full Rate-Distortion Optimization (RDO) search.
For each CU, JEM calculates an RD cost of the entire CU,
then RD costs of 4 sub-CUs and 4 sub-CUs for QT and
BT partition, respectively, are sequentially calculated. For
example, in each 64 × 64 square CU, the number of sub-
CUs for RDO search of JEM is 1 + 4 + 2 + 2 = 9 while
that of HEVC only has 1 + 4 = 5. Similar to root-leaf
traversal and leaf-root pruning of HEVC, JEM checks the
RDO cost for all possible CU sizes and compares all parent
CU and their sub-CUs. Then, JEM selects the best QTBT
partition that minimizes the RD cost among several block
partition combinations, bringing the impractical computa-
tional complexity for real-time video services.

3.3. VVC

In VVC, QTMT is the most effective and recently in-
troduced coding tool. Different from the previous standard
HEVC, which only provides quadtree and square block
sizes, there are three partition trees: quadtree, binary, and
ternary. Consequently, VVC can provide both square and
rectangle CU sizes to achieve coding flexibility. In the
QTMT block partition, CU can be split into five ways as
shown in Fig. 6. Each 64×64 CU can be divided into four
32 × 32 CUs, two 64 × 32 CUs, two 32 × 64 CUs, one
64× 32 CU and two 64× 16 CUs, or one 32× 64 CU and
two 16 × 64 CUs if the partition tree is QT, VBT, HBT,
VTT, or HTT, respectively. As a result, in 64 × 64 square
CU at depth 1, the number of sub-CUs for RDO search of
VVC is 1 + 4 + 2 + 2 + 3 + 3 = 15 while that of JEM
and HEVC only have 1 + 4 + 2 + 2 = 9 and 1 + 4 = 5,
respectively. Like HEVC and JEM, VVC recursively does
the exact RDO search to find the best CU partition un-
der the best RD gain. Due to the several combinations of
partition structure and complicated partition structure of
QTMT shown in Fig. 5, the increased encoding complexity
may block its practical installations in real-time application
scenarios.
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QT

Depth 0 To 1

64 x 64 CU
32 x 32 CU

128 x 128 CTU

QT

Depth 1 To 2

HBT

Depth 2 To 3

QT

Depth 1 To 2

VBT

Depth 1 To 2

64 x 32 CU 16 x 32 CU

16 x 16 CU

QT

Depth 2 To 3

QT – QuadTree

VBT – Vertical Binary Tree

HBT – Horizontal Binary Tree

HBT

Depth 2 To 3

Fig. 4. Quadtree plus binary tree partition from CTU to CU in JEM.

QT

Depth 0 To 1

64 x 64 CU
32 x 32 CU

32 x 16 CU 32 x 8 CU

128 x 128 CTU

VTT

Depth 2 To 3

QuadTree

Depth 1 To 2

HBT

Depth 2 To 3

VTT

Depth 2 To 3

QT

Depth 1 To 2

VBT

Depth 1 To 2

64 x 32 CU 64 x 8 CU64 x 16 CU

16 x 32 CU

8 x 32 CU

HBT

Depth 3 To 4

16 x 16 CU

VBT

Depth 3 To 4

HTT

Depth 2 To 3

QT

Depth 2 To 3

QT – QuadTree

VBT – Vertical Binary Tree

HBT – Horizontal Binary Tree

VTT – Vertical Ternary Tree

HTT – Horizontal Ternary Tree

Fig. 5. QTMT partitioning from CTU to CU.
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64x64 CU

QT

Four 32x32 CUs
VBT

Two 64x32 CUs

HBT

Two 32x64 CUs

VTT

One 64x32

Two 64x16 CUs

HTT

One 32x64

Two 16x64 CUs

Fig. 6. Five partition structures of QTMT of 64× 64 CU.

4. Fast CTU Partitioning Strategy

To adequately address the CTU depth decision prob-
lem in video coding, the existing works on Fast CTU Parti-
tioning can be divided into two categories: heuristic-based
and machine learning and deep learning (ML/DL) based
approaches.

4.1. HEVC

4.1.1. Heuristic Approach

The primary strategy of heuristic approaches is to ex-
plore important information such as intermediate features
that can early and roughly check the block partition with-
out fully running the time-consuming RDO search for all
possible QT block partitions. In [8], the frame-level or
coding level-based CU size decision algorithm skipped un-
common CU sizes by exploring which CU sizes were not
frequently utilized in the previous frames and referring to
CU information in the neighbor and co-located CUs, re-
spectively. According to the experiment results, this algo-
rithm is more suitable for 720p video sequences. For the
inter coding of HEVC, Xiong et al. [9] efficiently utilized
the optical flow of the low-resolution frame (downscale 4x)
to find a pyramid motion divergence that is very reason-
able to decide CU splitting. For the intra-coding of HEVC,
[10] introduced Bayes decision rules based fast CU split-
ting and pruning approach. To early determine the split-
ting and pruning of the current CU, the raw RD cost and
time-consuming full RD cost are effectively utilized to skip
full RD cost of the current CU and terminate the encoding
process for its sub-CUs, respectively. As the best CU size
is particularly content-dependent, the authors of [11] built
a fast CU size decision approach by determining CU depth
range and bypassing some particular depth levels which are
not common depth levels of the adjacent and prior image
frames. Also, they introduced motion homogeneity in or-
der to early skip motion estimation for unimportant CU
sizes. The simulation results show that the proposed ap-
proach can save more than 50% computation complexity

for test sequences including slow moving objects such as
Traffic and Vidyo1. Like the previous approach, [12] re-
duced the number of possible CU sizes which are needed to
be processed in each treeblock by early deciding with tex-
ture homogeneity based adaptive threshold. Additionally,
they skipped intra prediction part for large CU size jointly
based on coding details and texture property of the adja-
cent CUs. According to the experimental results, it is es-
pecially leading for high resolution test sequences such as
Class A and B. Also, the proposed system is effective for all
video types with a significant performance among the lat-
est intra codng approaches. To further reduce the compu-
tational complexity, Kim et al. [13] extended their previous
keypoint-based CU size decision work by introducing a QP-
based adaptive contrast threshold to rapidly detect keypoint
after empirically observing the correlation between contrast
threshold and QP. Since the rich texture area has a high po-
tential to split into smaller CUs and go to higher CU depth,
and several keypoins can be seen, their research can reason-
ably decide CU size by comparing the number of keypoints
and split threshold. The authors of [14] found that the em-
ployment of temporal correlation at co-located CU of the
previous frame can increase the compression gain bringing
a more time for extracting temporal correlation than spa-
tial correlation at adjacent CUs. Therefore, they explored
the CU depth range by only utilizing spatial information. In
[15], a fast intra encoding scheme was proposed to decide
CU size by skipping uncommon CU sizes of the spatially
neighboring CUs and selecting the common mode of the
spatially neighboring CUs and parent CU as the best intra
mode. In [16], the splitting and termination decisions was
developed to remove the unnecessary calculations in large
CUs and hinder the encoder from running time-consuming
RDO search in small CUs, respectively, based on three ef-
ficient decision condition on the co-located CU and ad-
jacent CUs. This algorithm can achieve more than 30%
time saving especially for test video sequences including
large smooth texture areas such as BasketballDrive and Ki-
mono1. After conducting experiments for several selected
test sequences with different QP values, the authors of [17]
proposed a statistical-based CU partitioning to early stop
the further partitioning of the current CU into sub-CUs by
comparing the RD cost of the current CU with pre-defined
threshold. In [18], we firstly represented the CU partition-
ing problem as a heuristic search and solved it with a simple
optimizer, called Genetic Algorithm (GA), to quickly search
for the optimal CU partitioning structure of each CTU. A
reasonable chromosome and rough RD cost-based fitness
function boosted the capability of GA. To additionally re-
duce the encoding time ofHEVC inter coding, the temporal
correlation was reasonably considered in our approach
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4.1.2. ML/DL Approach

Most recently, most researchers have been interested in
advanced and trending technologies such as machine learn-
ing (ML) and deep learning (DL) to employ in their research
works. According to the learning ability of the ML/DL ap-
proach, these research works utilized it to derive from the
extensive and complicated data into the best solution. Due
to the nature of QT partitioning of HEVC, it can be de-
signed as a binary classification work and solved by a logistic
regression-based binary classifier in [19]. The selection of
F-score-based feature sets was efficiently extracted for each
CU size and quantization parameter (QPs). Particularly, the
time saving of this algorithm is exceeding 60% for large res-
olution test sequences such as 720p, 1080p, and 1600p. The
authors of [20] utilized a support vector machine (SVM)
with image complexity based on three essential features for
block partitioning such as global, directional, and local com-
plexities to classify plain CU (Class 1), complex CU (Class
2), or uncertain decision (Class 3). Consequently, the com-
putational complexity of HEVC intra coding can be signifi-
cantly saved by early terminating the CU partition, skipping
intra mode decision, or doing the same process of HM for
classes 1, 2, or 3, respectively. This approach impressively
achieve computational complexity reduction about 60% for
low activity sequences such as Jonnny, KristenAndSara and
Kimono. To early stop an expensive RDO search for the
combination of CUs, PUs, and TUs, data mining based
three decision trees with different attribute size was built
in [21]. After analyzing QT block partitioning of HEVC,
Zhang et al.[22] converted it into a hierarchical-based three-
level binary classification model. To reduce uncertain deci-
sions, a joint SVM classifier, including two binary classifiers
and the voting module, is simply utilized to output three de-
cisions such as split, non-split, and uncertain. In addition
to binary classification for CU partition, [23] introduced bi-
nary plus multi-class classification based on SVM for PU
mode classification.

The performance of the mentioned ML-based fast en-
coding algorithm depends on the manual or hand-crafted
feature set while consuming additional processing time for
feature selection. Therefore, in place of using hand-crafted
features, it is desirable to intelligently and automatically ex-
tract QT partition-related features by DL to save the QT
partition’s encoding time further. For the VLSI-friendly
purpose, the convolution neural network (CNN) architec-
tures based on fast CU size and PUmode decision were de-
veloped for HEVC intra coding [24]. In 2018, the authors
of [25] contributed DL on CU partitioning by introducing
an extensive CU size database of intra and inter prediction
to empower the DL approach with a significant time saving
on CU partitioning.

4.2. JEM

4.2.1. Heuristic Approach

In [26], the authors defined the particular constraints.
They bypassed binary tree(BT) at the second sub-CU of
the current CU if the calculated rate-distortion costs of the
current CU and its first sub-CU satisfy the pre-defined par-
ticular constraints. In [27], the partition and intra mode de-
cision of formerly coded CU was reused if the same CU in
the other partition selections has the same adjacent coded
CU, globally depending on the heuristic information of the
former coded CU. The QT plus binary tree partitioning was
performed in [28] by adapting the maximum BT depth val-
ues of each image frame based on its temporal level. The
authors of [29] presented a local constraint-based QT plus
binary tree partitioning by dynamically getting the required
parameters, which is vital for each CTU partitioning, from
the last decoded frame without introducing further over-
head. In 2018, they introduced a confidence interval for
early terminating the QTBT splitting process with the usage
of motion divergence field (MDF) in [30] to get a superior
trade-off. Since the rich region including motion activities
owns a hugh MDF energy, the time saving are remarkable
on PeopleOnStreet, BasketballDrill, PartyScene and Race-
Horses test sequences which all are including high move-
ment activities.

After conducting several experiments with different
splitting parameters to empirically analyze the impact of
splitting parameters, the required splitting parameters of
each CTU, such as minimum QT size, maximum BT size,
and depth, were chosen and dynamically calculated based
on the partitioning information of temporal co-located and
spatial neighboring CTUs in [31]. The time saving of this
algorithm is significant for test sequences including high ac-
tivity such as PeopleOnStreet, RaceHorses, and Basketball-
Pass like [30] and also obvious for low activity video se-
quences, e.g. BQSquare and KristenAndSara.

4.2.2. ML/DL Approach

As mentioned above, the authors of [31] dynamically
derived the splitting parameters of QTBT to adapt the lo-
cal characteristics without introducing additional overhead
at the CTU level. They designed a joint classifier-based de-
cision tree approach for the CU level with information gain
attribute evaluation (IGAE) to remove unnecessary RDO
looping while controlling the misclassification rate. In [32],
Random Forest (RF) based QTBT classification algorithm
was designed to estimate whether QT splitting or BT split-
ting is suitable by utilizing off-line trained RF classifiers for
each CU size. To reduce the false prediction risk, an uncer-
tain region was defined and all possible modes for QT and
BT splitting need to carry out in that region.

To reduce an enormous computation complexity of
JVET QTBT block splitting, Jin et al. [33] firstly introduced
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an end-to-end DLmodel. They formulated QTBT splitting
depth range (five classes) for each 32 × 32 CU as a multi-
class classification since the earlier classification schemes
classified splitting or non-splitting for each CU depth level.
Due to their DL model’s exact depth range classification,
some RDO searches of the unnecessary depth can be early
stopped for 32× 32 CU when the depth level is not within
five possible classes. In [34], the authors firstly did a statis-
tical observation on the QTBT splitting to help implement
the CNN architecture. Then, a novel CNN-based fast CU
size algorithm for inter prediction of JVET was first devel-
oped. Since duplicated CU splitting structures may exist in
each CU depth due to the splitting nature of QTBT, the
above-mentioned DL-based approaches have some gaps in
time saving performance matrix. Therefore, [35] measured
intra 4 × 4 CU partition probabilities based on its content
and partiality substituted the expensive RDO search by con-
sidering three partition types: QT and BT plus asymmetric
binary tree (ABT).

4.3. VVC

4.3.1. Heuristic Approach

To reduce the most time-consuming QTMT part of
VVC, a novel Bayesian decision rule-based CU splitting
scheme was firstly presented in [36]. Since the horizontal
binary tree (HBT) for each CU is firstly checked among the
other new partitions such as vertical binary tree (VBT), hor-
izontal ternary tree (HTT), and vertical ternary tree (VTT)
after checking QT, the encoded information about HBT
was extensively investigated to early stop the other parti-
tions. It should be note that the overall algorithm achieves
a consistent performance for ultra high resolution (UHD)
test sequences such as Class A1 and A2. Yang et al. [37]
proposed a novel fast intra encoding algorithm to decide
both QTMT partition and the optimal prediction mode for
intra prediction by connecting decision tree classifiers and
utilizing gradient descent search with the optimized initial
search, search direction, and step size function, respectively.

The authors of [38] accelerated the QT plus multi-
type tree partitioning by considering the look-ahead estima-
tion purpose which performs rough RDO search for pre-
defined seven intra modes in advance. Based on the ex-
perimental results, their algorithm is highly applicable for
UHD video applications and also produces a steady coding
efficiency for all other test sequences.

In [39], the authors utilized the similarity between
neighboring sub regions in both the horizontal and the ver-
tical directions in order to detect an optimal multi-type-tree
(MTT) partition.

4.3.2. ML/DL Approach

In [40], ML-based block partitioning was proposed to
save the computational complexity of QTBT for JEM and

QTMT for VVC by introducing the variable size for risk in-
tervals for adjustable purposes and random forest (RF) clas-
sifiers for lightweight purposes. To save the encoding time
for the time-consumingQTMTpartition and intramode se-
lection for VVC intra coding, the authors of [41] proposed a
fast encoding algorithm by efficiently utilizing RF classifier
and texture characteristics, respectively. In [42], a CNN-
based adaptive block partitioning for VVC intra encoding
was designed by considering variable pooling size for each
input CU shape.

To avoid the exhaustive RDO search for QTMT, a DL-
based CU decision algorithm for VVC intra encoding was
presented in [43] by building an extensive video dataset that
includes enough CU splitting structure according to differ-
ent video content.

In [44], a fast encoding approach for both intra and in-
ter coding is implemented by utilizing Canny edge features
in order to early skip partition modes in both directions
and detecting a moving object of the current block with
frame differentiating in order to early terminate, respec-
tively. In [45], the authors defined a time-consuming CU
partitioning as a classification problem and solved by utiliz-
ing a novel CNN architecture called multi-level tree CNN
(MLT-CNN). In order to improve the classification accu-
racy, they additionally considered temporal features such as
residual frame and picture order count (POC) in the training
process. Mainly, MLT-CNN achieves a significant perfor-
mance for Class A and B. In [46], in order to reduce the
encoding time for VVC inter coding, each CTU is firstly
split into 8 × 8 blocks and a CNN-based lightweight net-
work is utilized to predict each block at the RDO stage for
skipping QT partition search and uncommon partitions.

Since VVC is the newest coding standard and the CU
partitioning of QTMT is very complicated, the solution for
fast CU partitioning is very trending in the video coding re-
search area. Therefore, we provide a reasonable and fair
comparisons for only VTM version. In order to mention
and fairly compare the the efficiency of these fast algo-
rithms in reducing complexity of CU partitioning, we firstly
categorize each algorithm by the same test model before
starting any comparison and then calculate and present a
reasonable comparison especially for a newest video cod-
ing standard VVC test model VTM 6 and VTM 11 in Table
1 and Table 2, respectively.

5. Discussion

Since the discussion about the advantages as well as the
limitations are benefit for the beginners of video coding
area to explore quickly the performance of the the existing
algorithms, we generally discuss the advantages and limi-
tation of heuristic and ML/DL approaches. Mainly, there
are several heuristic approaches for reducing the computa-
tion complexity of CU partitioning. The general process
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Table 1. Performance comparison of ML/DL based fast CTU partitioning in VTM 6.

Average on Class Tang 2019 [44] on VTM 6 Yeo 2021 [45] on VTM 6 Liu 2022 [46] on VTM 6
BDBR(%) TS(%) BDBR(%) TS(%) BDBR(%) TS(%)

A 3.35 30.17 3.85 36.95 2.12 35.88
B 3.78 34.73 3.76 30.93 1.59 31.79
C 1.82 16.20 2.56 25.98 0.39 22.94
D 5.49 30.11 2.35 22.05 0.19 12.34

Average 3.61 27.80 3.13 28.97 1.07 25.74

Table 2. Performance comparison of ML/DL based fast CTU partitioning in VTM 11.

Average on Class Yeo [45] on VTM 11 Liu [46] on VTM 11
BDBR(%) TS(%) BDBR(%) TS(%)

A 1.95 16.99 1.47 26.05
B 0.95 16.19 1.06 23.34
C 0.09 4.05 0.29 17.29
D 0.11 2.34 0.15 8.82

Average 0.78 9.89 0.74 18.88

of these approaches, to firstly extract manual or hand-craft
features and to statistically define threshold based on em-
pirical simulations for subjecting each hand-craft features to
low computational complexity in the decision making. The
main benefits of these heuristic approaches are very sim-
ple and straightforward to implement. However, they are
not good enough to achieve a huge time saving compared
to learning based approaches since the number of features
is limited and the thresholds are statistically defined only
on a small set of video frames. In contrast, ML/DL ap-
proaches design CU partition as classification problem such
as hierarchical-based three-level binary classification model
in [22] and binary plus multi-class classification in [23]. In
learning based approaches, there are several significant ad-
vantages such as using joint features and high accuracy. In
contrast, there are some limitations such as distinguishable
feature selection can be time-consuming and needs to un-
derstand the problem domain well. Also, there is additional
complexity overhead for features extraction, getting a opti-
mal hyper-plane, and determining the best parameter.

6. Conclusion

This paper comprehensively analyzes fast CU partition-
ing schemes by categorizing two research groups: heuristic-
based and ML/DL-based. Firstly, we give an interesting
theory about the CU partitioning structure of QT, QTBT,
and QTMT for HEVC, JEM, and VVC. We then categorize
the start-of-the-art and existing methods and primarily fo-
cus on the fast CU partitioning algorithms for HEVC, JEM,
and VVC. Finally, we include a discussion section about the
advantages and limitations of heuristic based and DL/ML
approaches.
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