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Abstract. This paper presents a design of robust consensus for homogeneous leader-follower multi-
agent systems (MAS). Each agent of MAS is described by a linear time-invariant dynamic model subject
to parametric uncertainty. The agents are interconnected through a static interconnection matrix over
an undirected graph to cooperate and share information with their neighbours. The consensus design
of MAS can be transformed to stability analysis by using decomposition technique. We apply Lyapunov
theorem to derive the sufficient condition to ensure the consensus of all independent subsystems. In
addition, we design a robust distributed state feedback gain based on linear quadratic regulator (LQR)
setting. Controller gain is computed via solving a linear matrix inequality. As a result, we provide a
robust design procedure of a cooperative LQR control to achieve consensus objective and maximize the
admissible bound of the uncertainty. Finally, we give numerical examples to illustrate the effectiveness of
the proposed consensus design. The results show that the response for MAS in presence of uncertainty
using robust consensus design follows the response of the leader and is better than that of the existing
nominal consensus design.
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1. Introduction

Hierarchical control in large-scale network dynam-
ical systems has been extensively investigated for a
decade. The main reason is due to its wide application
in real-world complex systems such as transportation,
power grids, and social network. The fundamental hi-
erarchical control is to attain global objectives by de-
signing local controllers and cooperating among subsys-
tems through communication topology. Accordingly,
numerous classes of network systems with multiple lay-
ers of communication can be effectively dealt in hier-
archical framework [1, 2]. For example, [3] conducted
a hierarchical consensus problem for MAS with low-
rank interconnection by investigating the eigenvalue
distribution for achieving rapid consensus. Continu-
ing this research direction, a hierarchical network sys-
tem where some undesirable eigenvalues of local inter-
connection matrix were selectively moved by proposing
low-rank intergroup connection approach in [4]. Subse-
quently, [5] designed an output consensus in a hierarchi-
cal network system employing eigenvector-based inter-
layer connections.

Many works have proposed systematic synthesis for
MAS. LQR design is an effective method to develop a
systematic design procedure for MAS. For instance, [6]
used a semigroup Kronecker product in order to alge-
braically characterize hierarchical control problem of
MAS utilizing LQR performance criterion. Moreover,
[7] proposed a design of distributed control for inter-
connected system consisting of two layers to guaran-
tee stability of MAS using decentralized controller in
lower-layer and to improve the performance with dis-
tributed cooperative controller in upper layer. Further-
more, the research [1] and [8] proposed hierarchical de-
centralized controllers for homogeneous and heteroge-
neous MAS, respectively. In these approaches, both
the global and local objectives were obtained by choos-
ing appropriate weighting matrices of LQR design in
the local layer. Recently, [9] proposed hierarchically
decentralized control for MAS employing aggregation.
“Global/local shared model set” was given to represent
the trade-off between global and local performance and
to illustrate information sharing among local and global
controllers. Following this research line, a practical de-
sign ofmulti-motoredwheel electric vehicle was demon-
strated in [10]. Furthermore, stability and performance
of four wheel electrical vehicle cast in hierarchical struc-
ture control containing two layers was studied in [11].

Due to the intensive theoretical studies and their
applications, consensus is an important issue in MAS
[12, 13]. Depending on the number of leaders in MAS,
consensus is normally categorized into either leaderless
consensus problem or leader-follower consensus prob-

lem. The first problem does not have leader, whereas
the later has leader [13, 14]. Moreover, uncertainty
caused by an inexact model of MAS dynamics is an
important issue for the robust control design. Conse-
quently, the article [15] investigates robust design of un-
certain leader-follower consensus controllability and ob-
servability by extending the results in [16]. It is appli-
cable to directed and switching graph. The proposed
method [15] could treat unstable systems, which was an
advantage when compared with other studies. Never-
theless, there is no explicit algorithm for solving Riccati
inequality provided in [15].

To our best knowledge, there are a few research
works on the design of robust consensus for MAS. Mo-
tivated by [2], this paper aims to propose a systematic
design of robust LQR leader-follower consensus for un-
certainMAS. In particular, we consider the class ofMAS
with parametric uncertainty in both leader and follow-
ers. The proposed control design involves two main
elements to implement information exchange among a
leader and followers and to capture a desired informa-
tion structure in MAS. We extend the consensus MAS
framework for nominal MAS in [2] to consider uncer-
tain MAS. The information structure of MAS having
some desirable constraint can be maintained. The pro-
posed design transforms a low-rank Riccati inequality
from the original consensus problem to the stability of
a new disagreement error system. The new design con-
dition is equivalent to solving a convex optimization
formulated by a linear matrix inequality (LMI) for at-
taining a maximum bound of model uncertainty. The
proposed design overcomes previous drawbacks in [15].
The design optimization can be effectively solved us-
ing available solvers, such as SDPT3 with CVX pack-
age [17].

The main contributions of this paper are twofold.
Firstly, the proposed design is applicable for a robust
leader-follower consensus MAS with bounded paramet-
ric uncertainty in [15]. It can guarantee the robustness
of MAS against the state perturbation. Secondly, nu-
merical results demonstrate that the proposed robust
control can guarantee much larger admissible uncer-
tainty bound than the nominal controller and the con-
sensus is achieved with faster speed.

The organization of this paper is as follows. Sec-
tion 2 describes the model of leader-follower uncertain
MAS. In Section 3, a robust consensus of cooperative
LQR using state feedback control law is derived. Sec-
tion 4 provides numerical examples. Finally, Section 5
gives conclusions.
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2. Problem Formulation

The following notations are used in this paper.
Rn×n is the set of real n × n matrix. Moreover, In
and 1n represent n × n identity matrix and n × 1 vec-
tor with all elements 1, respectively. Next, 0 denotes
a matrix with all elements 0 of appropriate dimension.
Furthermore, for given symmetric matrix H , H ≻ 0
(H ≽ 0) means that H is positive definiteness (positive
semi-definiteness). Similarly, H ≺ 0 or H ≼ 0 indi-
cates that H is negative definiteness or negative semi-
definiteness. Lastly, ⊗ stands for the Kronecker prod-
uct.

We first give a review of basic graph theory and ter-
minologies [18]. The information structure in MAS can
be represented by a graph G = {V, E ,A}, in which each
node and each edge represent an agent and a link to con-
nect two agents, respectively. The set of vertices and
edges of G are denoted by V = {v1, v2, . . . , vN} and
E = {(vi, vj) : vi, vj ∈ V} ⊆ V × V . If agent i con-
nects agent j, then there exists an edge eij ∈ E . The
symbol Ni

∆
= {j : eij ∈ E} is used to represent the set

of neighboring vertices (agents) of agent i. Let aij be
an element of the adjacency matrixA of graph G where
aij > 0 if eij ∈ E and aij = 0 if eij /∈ E . More-
over, there is no edge used to connect a node with itself,
i.e., aii = 0. The in-degree of vertex vi is represented
by degini ,

∑
j∈Ni

aij . Similarly, the out-degree of ver-

tex vi is represented by degouti ,
∑

j∈Ni

aji. Thus, D

= diag{degini }i=1,...,N indicates an in-degree matrix of
G. Then, the Laplacian matrix L of G is obtained by
L = D − A. L has a zero eigenvalue with the asso-
ciated eigenvector 1N . If degini = degouti , i = 1, ...N ,
then G is a balanced graph. Graph G is undirected if
and only if aij = aji, ∀i, j = 1 . . . N and hence satisfies
L = LT ≽ 0. Moreover, an undirected graph G is con-
nected if there exists a path between any two vertexes.

The dynamic of each follower in MAS with para-
metric uncertainty is expressed by the state-space model

{
ẋi(t) = (A+ V∆(t)W )xi(t) +Bui(t)

yi(t) = Cxi(t)
(1)

where xi(t) ∈ Rn, ui(t) ∈ Rq, yi(t) ∈ Rm represent
the state vector, control input vector, measured output,
of the i-th follower. A ∈ Rn×n, B ∈ Rn×q, C ∈ Rm×n,
0 < q ≤ n denote system matrix, input matrix, and
output matrix, respectively. ∆(t) is an unknown time-
varying uncertain matrix satisfying a bounded condi-
tion ∆(t)T∆(t) ≼ θ2In or ∥∆(t)∥2 ≤ θ. V ∈ Rn×n

and W ∈ Rn×n are known matrices to describe the ef-
fect of uncertainty∆(t) to dynamic matrixA in (1) [19].

The MAS containing N identical followers can be
represented in a compact form

ẋ(t) = (IN ⊗ (A+ V∆(t)W ))x(t)

+ (IN ⊗B)u(t)

y(t) = (IN ⊗ C)x(t),

(2)

where

x(t) ,
[
x1(t)

T . . . xN (t)T
]T

,

u(t) ,
[
u1(t)

T . . . uN (t)T
]T

,

y(t) ,
[
y1(t)

T . . . yN (t)T
]T

.

We make the following assumptions for the MAS.

Assumption 1. (A,B) is controllable.

Assumption 2. Graph G is fixed, undirected and con-
nected, and there exists at least one follower connecting to
the leader r.

The assumptions 1 and 2 are used to guarantee the
existence of controller. The followers in a small subset
of nodes in the graph G observe the leader whose dy-
namic model is described by{

ẋr(t) = (A+ V∆(t)W )xr(t)

yr(t) = Cxr(t)
, (3)

where xr(t) ∈ Rn, yr(t) ∈ Rm denote the state vec-
tor, measured output of the leader. Hence, there ex-
ists an edge (vr, vi) if the follower i is connected to
leader r with weighting gain gi > 0. Otherwise,
gi = 0. Then the node i is called pinned node. Let
Σ = diag{g1, . . . , gN} be the pinning matrix. If Σ =
0, it is considered as the leaderless consensus prob-
lem [2, 14]. Consequently, there exists a new graph
Ḡ ∈ R(N+1)×(N+1) whose structure matrix is H =
L + Σ ∈ RN×N to represent a combination network
of MAS with a leader.

The MAS including N followers whose dynamical
model are described by (1) reaches state consensus with
respect to the leader (3) if the following conditions hold
[20]

lim
t→∞

∥xi(t)− xr(t)∥ = 0, ∀i = 1, . . . , N, (4)

for any initial conditions xi(0) and xr(0).
For simplification, we focus on a two-layer hierar-

chical structure system that is adopted with modifica-
tion from [2, 4, 6] and then is depicted in Figure 1 (a).
That is to say we want to have a local control compo-
nent in the lower layer or physical layer and a coopera-
tive/global control component in the upper layer or cy-
ber layer where the agents interact with each other. In
fact, this hierarchical structure can become much more
complex with many more layers if we have subgroups

ENGINEERING JOURNAL Volume 24 Issue 3, ISSN 0125-8281 (https://engj.org/) 171



DOI:10.4186/ej.2020.24.3.169

Fig. 1. (a) A two-layer hierarchical structure system; (b) Hierarchical optimal cooperative LQR control struc-
ture of i-th follower.

of agents inside the considering MAS, or if we have dif-
ferent time scales in the system.

The main objective of this work is to design a co-
operative LQR control for uncertain MAS (2) such that
a constraint on information exchange among followers
based on graph G is satisfied, and followers are cooper-
ative in tracking the leader (3). The control input of
network system consists of two terms

u(t) = uf (t) + ur(t), (5)

where uf (t) = −Fcx(t) and ur(t) = −(Σ⊗K)(x(t)−
1N ⊗ xr(t)) in which K is the coupling matrix from
leader to followers denote the control input generated
by feedback controller, and the input from the leader,
respectively. The control structure is adopted with
modification from [1, 2]. It is then illustrated in the
Figure 1 (b). If the feedback gain Fc belongs to the fol-
lowing class, then a constraint on information exchange
among agents can be ensured [2]

F , {Fc ∈ RNq×Nn|Fc = IN ⊗Fl +L⊗Fu}, (6)

where Fl, Fu ∈ Rq×n indicate the local, and the global
feedback gain.

The following lemma is utilized in the sequel.

Lemma 1. [2, 14] The diagonal element of the pinning
matrix Σ has at least one non-zero element and all eigen-
values of the structure matrix H have positive real part.
Furthermore, the structure matrixH is symmetric positive
definite since graph G is assumed to be undirected.

3. Robust Consensus Design

In this section, we consider a robust leader-follower
consensus problem for uncertain MAS described by
fixed and undirected topology. There are important dif-
ferences compared to the previous studies [15] and [2].

Firstly, we extend the result of [2] which only studies
the dynamic of nominal followers in MAS and leader
to robust design for uncertain MAS. Secondly, we con-
siderMAS represented by an undirected and fixed graph,
whereas [15] is applicable for directed and switching
topology. Thirdly, we provide a systematic algorithm
using LMI formulation to solve the Riccati equation.

The control structure employs the state feedback
given in (5). We define the local and global performance
functions of MAS as follows:

J = Jx,l + Jx,g + Ju =

∞∫
0

(xTQx+ uTRu)dt, (7)

where
Jx,l =

∞∫
0

xT (IN ⊗Q1)xdt is local performance index,

Jx,g =
∞∫
0

xT (L ⊗Q2)xdt is global performance index,

and
Ju =

∞∫
0

uTRudt is control input penalty. The Lapla-

cian matrix L ∈ RN×N indicates the information ex-
change among agents, agents’ relative information, and
Q1 ∈ Rn×n, Q2 ∈ Rn×n, Q1 ≽ 0, Q2 ≽ 0, R ∈
RNq×Nq, R ≻ 0. The weighting matrices in (7) are cho-
sen as follows [1]:

Q = IN ⊗Q1 + L ⊗Q2,

R−1 = IN ⊗R1 + L ⊗R2,

where R1 ∈ Rq×q, R1 ≻ 0 and R2 ∈ Rq×q, R2 ≻ 0
represent weighting matrices in control input penalty of
the local and global performance indexes, respectively.

An optimal LQR controller involving both feed-
back gains Fl and Fu can be obtained by minimizing
J in (7). A controller with only global cooperation Fu

term is obtained by removing the local term Fl to have

172 ENGINEERING JOURNAL Volume 24 Issue 3, ISSN 0125-8281 (https://engj.org/)



DOI:10.4186/ej.2020.24.3.169

consensus for the considering MAS. Accordingly, it is
so-called cooperative LQR controller and can be rewrit-
ten as follows:

Fc = L ⊗ Fu. (8)

As pointed out in [2], this controller also belongs to the
class F defined in (6). Also, it makes leader-follower
MAS consensus.

Therefore, a robust cooperative LQR controller can
be expressed by

u(t) =− (L ⊗ Fu)x(t)− (Σ⊗K)(x(t)

− 1N ⊗ xr(t)).
(9)

The following theorem shows themain result of cur-
rent paper.
Theorem 1. The state of homogeneous uncertain MAS (1)
with the controller (9) reaches consensus with respect to ref-
erence states (3) if there exist matrix variableX ∈ RN×N

and scalar variable β that are the solution of the following
LMI problem

minimize β
subject to
β > 0,

X = XT ≻ 0,[
AX+XAT−2αBR1BT XWT V

WX −In 0
V T 0 −βIn

]
≼ 0,

(10)

where α represents the smallest real part of eigenvalue of
structure matrixH, and the following conditions hold.
C1. Σ ̸= 0 ∈ RN×N .

C2. R2 = R1 + S with S ≽ 0.

C3. Fu = K = R2B
TP1.

Proof. Let the global synchronization error (disagree-
ment vector) be

e(t) = x(t)− 1N ⊗ xr(t). (11)

Substituting (11) into (9) and using Conditions C3, the
state feedback controller now becomes

u(t) = −L⊗ (R2B
TP1)x(t)− (Σ⊗K)e(t). (12)

Taking derivative of e(t) in (11) along the trajectory (2)
and (3) obtains

ė(t) = ẋ(t)− 1N ẋr(t)

= (IN ⊗ (A+ V∆(t)W ))x(t) + (IN ⊗B)u(t)

− 1N ⊗ ((A+ V∆(t)W )xr(t))

= (IN ⊗ (A+ V∆(t)W )− L⊗ (BR2B
TP1)

− Σ⊗ (BK))e(t)− (L1N )⊗ (BR2B
TP1)xr(t)

= (IN ⊗ (A+ V∆(t)W )− (L
+Σ)⊗ (BR2B

TP1))e(t).

(13)

It is noted that L1N = 0. Denote

Ae(t) =IN ⊗ (A+ V∆(t)W )

− (L+Σ)⊗ (BR2B
TP1).

(14)

Then, we can rewrite (14) as follows:

Ae(t) = IN ⊗ (A+ V∆(t)W )−H⊗ (BK).

Hence, the leader-followers consensus synthesis is
equivalent to designing matrices L, Σ, H, and K such
that the system (13) rewritten in the following form

ė(t) = Ae(t)e(t), (15)

is stable, or matrix Ae(t) is Hurwitz. If Lemma 1 and
condition C1 are satisfied, there exists an unitary ma-
trix U ∈ RN×N such that UTHU = Γ where Γ =
diag{γ1, . . . , γN}whose diagonal elements are eigenval-
ues of H. Therefore, multiplying both sides of system
(13) with (UT ⊗ In) and let ẽ(t) = (UT ⊗ In)e(t) yields

˙̃e(t) = (IN ⊗ (A+ V∆(t)W )− Γ⊗ (BK))ẽ(t). (16)

Obviously, the system (16) can be decomposed into N
independent subsystems. Hence, the stability analysis
problem of (16) is equivalent to that of its diagonal sub-
systems

˙̃ei(t) = [(A+ V∆(t)W )− γi(BK)]ẽi(t),

i = 1, . . . , N.
(17)

In addition, (17) can be rewritten in the following form

˙̃ei(t) = (A− γi(BK))ẽi(t) + V qi(t),

i = 1, . . . , N,
(18)

where qi(t) = ∆(t)Wẽi(t). The following non-negative
function is considered

V (ẽi(t)) = ẽTi P1ẽi(t), (19)

where P1 ≻ 0 is the solution of the following Riccati
inequality

P1A+ATP1 − 2αP1BR1B
TP1

+θ2P1V V TP1 +W TW ≼ 0.
(20)

Taking derivative of V (ẽi(t)) along the time trajectory
(17) yields

V̇ (ẽi(t)) = ẽTi (P1A+ATP1 − 2γiP1BK)ẽi(t)

+ 2ẽTi P1V qi(t).
(21)
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It follows fromα = min{γi}i=1,...,N thatP1A+ATP1−
2γiP1BK ≼ P1A + ATP1 − 2αP1BK. Then, we can
show that (21) results in

V̇ (ẽi(t))

≤ ẽTi (P1A+ATP1 − 2αP1BK)ẽi(t) + 2ẽTi P1V qi(t),

=

[
ẽi(t)
qi(t)

]T [
P1A+ATP1−2αP1BK P1V

V TP1 0

] [ẽi(t)
qi(t)

]
.

(22)

If ∆(t)T∆(t) ≼ θ2In, then qi(t)
T qi(t) =

ẽi(t)
TW T∆(t)T∆(t)Wẽi(t) ≤ ẽi(t)

TW T θ2InWẽi(t)
and hence the following LMIs hold [15][
ẽi(t)
qi(t)

]T [
W TW 0

0 −θ−2In

] [
ẽi(t)
qi(t)

]
≥ 0, ∀i = 1, . . . , N.

(23)

It follows from (22) and (23) and by deducing from [15]
that

V̇ (ẽi(t))

≤
[
ẽi(t)
qi(t)

]T [
P1A+ATP1 − 2αP1BK P1V

V TP1 0

] [
ẽi(t)
qi(t)

]
+

[
ẽi(t)
qi(t)

]T [
WTW 0

0 −θ−2In

] [ẽi(t)
qi(t)

]
,∀i = 1, . . . , N

=

[
ẽi(t)
qi(t)

]T [
P1A+ATP1−2αP1BR2BTP1+WTW P1V

V TP1 −θ−2In

]
×
[
ẽi(t)
qi(t)

]
,∀i = 1, . . . , N.

(24)

When the condition C2 is satisfied, (24) is equivalent to

V̇ (ẽi(t)) ≤
[
ẽi(t)
qi(t)

]T
×

{[
P1A+ATP1−2αP1BR1BTP1+WTW P1V

V TP1 −θ−2In

]
+

[
P1B
0

]
(−2αS)

[
BTP1 0

]}
×
[
ẽi(t)
qi(t)

]
,

∀i = 1, . . . , N.

(25)

By utilizing the Schur’s complement [21], the Ric-
cati inequality (20) can be rewritten as[

P1A+ATP1−2αP1BR1BTP1+WTW P1V
V TP1 −θ−2In

]
≼ 0. (26)

It can be shown that[
P1B
0

]
[−2αS]

[
P1B 0

]
=

[
BTP1 0

]T
[−2αS]

[
BTP1 0

]
≼ 0.

(27)

Let

E =
[
BTP1 0

]
, F = −2αS. (28)

Similarly to [21], because S ≽ 0 in C2, F ≼ 0, with any
vector p ∈ Rn ̸= 0, pTEp ≤ 0. Moreover, Ep ̸= 0 if
E is full column rank, i.e. N (E) = {0}. Accordingly,
(Ep)TF (Ep) ≤ 0, or it is equivalent pTETFEp ≤ 0.
Thus, (27) holds. Based on (25), (26), (27), we obtain

V̇ (ẽi(t)) ≤ 0. (29)

It means that all independent subsystems (16) are sta-
ble. Consequently, the leader-follower consensus of the
MAS (1) is achieved. Furthermore, we show how (10) is
derived. Let X , P−1

1 . Riccati inequality (20) is equiv-
alent to the following LMI condition.

X = XT ≻ 0,[
AX+XAT−2αBR1BT+θ2V V T XWT

WX −In

]
≼ 0,

(30)

Decomposing (30) gives

X = XT ≻ 0,[
AX+XAT−2αBR1BT XWT

WX −In

]
+ θ2

[
V
0

]
[ V T 0 ] ≼ 0,

(31)

Then, applying Schur’s complement [21] to (31), we ob-
tain

X = XT ≻ 0,[
AX+XAT−2αBR1BT XWT V

WX −In 0
V T 0 − 1

θ2
In

]
≼ 0.

(32)

Let β = 1
θ2
, then (10) holds. Therefore, X = XT ≻ 0

and a maximum admissible bound of uncertainty θmax

associated with βmin satisfying Riccati inequality (20)
can be obtained by solving the LMI (10). �

A consensus design of robust cooperative LQR con-
trol contains 5 steps as follows:

S1. Local setting: Choose a matrix R1 ∈ Rq×q, R1 ≻
0.

S2. Global setting: Derive Laplacian matrix L ∈
RN×N of graph G.

S3. Weighting matrices setting: Derive a pinning ma-
trix Σ ∈ RN×N and then compute a structure ma-
trix H and α. Then, choose a matrix R2 ∈ Rq×q,
R2 ≻ 0 as condition C2 of Theorem 1.

S4. LMI solution: Solve LMI (10) to obtain solution in
term of (X , β).

S5. Control calculation: Compute controller (9).
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The main result of this work is the LMI formula-
tion (10), which is equivalent to the Riccati inequality
(20). In order to clearly demonstrate the advantage of
the proposed design, we will compare the results of ro-
bust consensus with that of nominal cooperative LQR
controller [2] under the same assumptions. More specif-
ically, we first find the maximum admissible bound of
uncertainty that nominal control [2] can guarantee sta-
bility of system (1). Then, we compare with the maxi-
mum admissible bound of uncertainty obtained by the
robust cooperative control. To this end, let us explain
how to compute the maximum admissible bound of the
uncertainty.

Consider the nominal MAS, namely, Eq. (1) where
∆(t) = 0. To design a consensus of nominal MAS, Ric-
cati equation was first reported in [2] and given as fol-
lows:

P1nomA+ATP1nom

− P1nomBR1B
TP1nom +Q1 = 0,

(33)

where P1nom ≻ 0 and Q1 ≻ 0. The nominal feedback
LQR controller has the form

K = R2B
TP1nom. (34)

Next, we wish to find P̃ ∈ Rn×n of Lyapunov function
candidate V (ẽi(t)) = ẽTi P̃ ẽi(t) which guarantees the
quadratic stability of uncertain MAS (15). In addition,
we aim to compute the maximum admissible bound of
the uncertainty when applying the nominal LQR con-
trol. Define β = 1

θ2
. It can be shown that the maximum

admissible bound of the uncertainty can be determined
by solving the following LMI.

minimize β

subject to
β > 0,

Z = ZT ≻ 0,[
(A−αBK)TZ+Z(A−αBK)+WTW ZV

V TZ −βIn

]
≼ 0.

(35)

Note that we apply S-procedure [22] to derive (35).
The sufficient condition V̇ (ẽi(t)) ≤ 0 along the tra-
jectory(18) is satisfied if and only if there exists matrix
P̃ ≽ 0 and a positive scalar τ such that[

(A−γiBK)T P̃+P̃ (A−γiBK) P̃ V

V T P̃ 0

]
≼ τ

[
−WTW 0

0 1
θ2

In

]
,

∀i = 1, . . . , N.

(36)

It implies that[
(A−γiBK)T P̃+P̃ (A−γiBK)+τWTW P̃V

V T P̃ −τ 1
θ2

In

]
≼ 0,

∀i = 1, . . . , N.

(37)

Using Schur’s complement [21] to (37), we have

(A− γiBK)T P̃ + P̃ (A− γiBK)

+τW TW + P̃ V
θ2

τ
InV

T P̃ ≼ 0,

∀i = 1, . . . , N.

(38)

Expanding (38) and then isolating all terms containing
γi yields

AT P̃ + P̃A− γi((BK)T P̃ + P̃BK)

+τW TW + P̃ V
θ2

τ
InV

T P̃ ≼ 0,

∀i = 1, . . . , N.

(39)

By defining Z = 1
τ P̃ in (39), it follows that

ATZ + ZA+W TW + ZV θ2InV
TZ

≼ γi((BK)TZ + ZBK),

∀i = 1, . . . , N.

(40)

Recall that α be the smallest eigenvalue of the structure
matrixH, i.e., α = min{γi}i=1,...,N . Thus, (40) is equiv-
alent to

ATZ + ZA+W TW + ZV θ2InV
TZ

≼ α((BK)TZ + ZBK).
(41)

Let β = 1
θ2
. Applying Schur’s complement [21] for

(41) obtains (35). Once LMI (35) is feasible, the uncer-
tain MAS (15) is quadratically stable in the presence of
bounded uncertainty θ. It is noted that (35) can be con-
sidered as a special case of (10).

4. Numerical Examples

To illustrate the effectiveness of the proposed robust
consensus design, we consider three homogeneous fol-
lowing agents and a leading agentwhose systemmatrices
are given by

A =

[
−1 2
1 −3

]
, B =

[
1
1

]
, C =

[
1 1

]
, V = W = I2,

∆(t) = diag{θ sin(t), θ cos(t)} where θ is found from
(10). Note that (A,B) is controllable, and A is a stable
matrix.

L of graph G and Σ from Figure 2 are given by

L =

 1 −1 0
−1 2 −1
0 −1 1

 ,Σ =

1 0 0
0 0 0
0 0 0

.
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Fig. 2. Undirected graph of given MAS.

Table 1. Comparison of design results of feedback gain and maximum admissible bound of uncertainty.

Control method K θmax

Robust LQR control: Theorem 1 [5.1261 3.8047] 0.9137
Nominal LQR control [2] [0.7677 0.5433] 0.5096

It means that the agents 1 and 2 connect to agents 2 and
3, respectively, and the leader r connects to only the
agent 1. The structure matrixH and α are computed as

H = L+Σ =

 2 −1 0
−1 2 −1
0 −1 1

 , α = 0.1981.

Using the proposed design procedure, we selectR1 = 1,
Q1 = I2, and S = 0.1. Therefore, R2 = R1 + S =
1.1. Table 1 summarizes the state-feedback gain of two
controllers and the corresponding maximum admissible
bound of uncertainty θmax. It is observed that θmax

obtained from (10) results in high-gain controller (9).
A small gain controller can be achieved by selecting θ
less than θmax. Obviously, θmax of nominal cooperative
LQR controller in [2] is less than that of our proposed
controller.

Let us use the value θ = 0.9137 in the simulation.
Therefore, the robust cooperative LQR state feedback
controller having the form (9) is determined as

u(t) =

−
[

5.1261 3.8047 −5.1261 −3.8047 0 0
−5.1261 −3.8047 10.2522 7.6094 −5.1261 −3.8047

0 0 −5.1261 −3.8047 5.1261 3.8047

]
x(t)

+
[
5.1261 3.8047 0 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0

]
(1N ⊗ xr(t)).

On the other hand, the nominal cooperative LQR
controller adopted from [2] is given by

u(t) =

−
[

0.7677 0.5433 −0.7677 −0.5433 0 0
−0.7677 −0.5433 1.5354 1.0865 −0.7677 −0.5433

0 0 −0.7677 −0.5433 0.7677 0.5433

]
x(t)

+
[
0.7677 0.5433 0 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0

]
(1N ⊗ xr(t)).

Next, initial conditions on the states of the leader

and the followers are specified as follows:

xr(0) =
[
−0.8 0.3

]T
, x1(0) =

[
0.5 −1.5

]T
,

x2(0) =
[
0.2 −0.6

]T
, x3(0) =

[
−0.5 1

]T
.

Table 1 shows that the proposed controller can assure
consensus with wider range of parameter uncertainty
than the comparative controller. Hence, the result re-
veals that the robust control is less conservative than
the nominal control. Subsequently, we compare the re-
sponses ofMAS and control inputs of two controllers to
validate the effectiveness of the robust consensus design
and to demonstrate advantage in comparison with nom-
inal control design. The simulated response ofMAS and
control inputs are depicted in Figures 3–4. We observe
that the proposed robust cooperative control gives faster
convergence of states than that of the nominal coopera-
tive LQR control.

Next, we will show the comparison on the feedback
gain and θmax when varying the number of agents. We
choose the number of agents as N = 3, 9, 27 and use
the graph similar to the case N = 3 depicted in Figure
2. This implies the leader only connects to the 1st fol-
lower, and the i-th follower connects with its i − 1-th
and i + 1-th neighbours. This inter-follower structure
is called a path graph. We point out that two matrices
L and H need to be updated when varying the number
of agents. Table 2 shows the calculated feedback gain.
It can be seen that feedback gain of robust LQR con-
trol is gradually reduced when the number of agents in-
creases. On the other hand, feedback gain of nominal
LQR control keeps constant regardless of the number of
agents. Moreover, the robust consensus control always
gives θmax greater than that obtained from the nomi-
nal consensus design as shown in Table 3. When the
number of agent N is increased, it affects the value of
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Fig. 3. Response of MAS with respect to the reference: (a) robust cooperative LQR control; (b) nominal cooper-
ative LQR control.

the smallest eigenvalue α of structure matrix H. Subse-
quently, it results in an increase of βmin and a decrease of
θmax. Further investigation is needed to explain the re-
lationship between the number of agents and the struc-
ture matrix.

We show through the numerical examples that para-
metric uncertainty degrades the performance of control
system using the nominal control. The simulation also
reveals that the proposed design method obtains faster
consensus against parametric uncertainty than that of
nominal control method. Thus, robust cooperative
LQR design is deemed to offer an effective solution to
treat uncertain MAS.

5. Conclusions

This paper presents a systematic design for robust
LQR consensus of leader-follower homogeneous uncer-
tain MAS. The dynamic model of leader and followers
is subjected to parametric uncertainty. The consensus
design problem of the original uncertain MAS is trans-
formed to stability analysis of independent subsystems
by employing the decomposition approach. We develop
the sufficient condition to guarantee the robust stability
using the Riccati inequality. Moreover, we apply the
Schur’s complement to reformulate the Riccati inequal-
ity as low-rank LMI which can be effectively solved. We

propose the robust cooperative LQR control to achieve
state consensus. Numerical results reveal that the pro-
posed robust LQR control has advantage over the nom-
inal LQR control in terms of the guaranteed bound of
uncertainty and consensus speed. An ongoing work is
to design a robust consensus for non-identical uncer-
tainty of followers and leader.
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