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Abstract. The determination of seismic liquefaction potential of soil is an imperative task 
in earthquake engineering. This article adopts Gaussian process regression (GPR) for 
determination of amount of strain energy required to induce liquefaction. Effective mean 
confining pressure (σ′mean), initial relative density after consolidation (Dr), percentage of 
fines content (FC), coefficient of uniformity (Cu), and mean grain size (D50) are considered 
as input of the GPR model. The developed GPR gives the variance of predicted output. 
The results of GPR have been compared with the artificial neural network (ANN). The 
results of this article show the suitability of the proposed approach for determination of 
stain energy for triggering liquefaction. 
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1. Introduction 
 
Liquefaction is a phenomenon whereby a granular material transforms from a solid state to a liquefied state 
as a consequence of increase in pore water pressure. Liquefaction of soil causes lot of damages during 
earthquake. It has been seen from different earthquakes such as Niigata and Alaska (1964), Loma Prieta 
(1989), Kobe (1995), Chi-Chi (1999), etc. Geotechnical engineers use different methods for determination 
of liquefaction potential of soil based on in situ techniques [1-11]. Energy-based pore pressure buildup 
models have been also developed for prediction of liquefaction potential of soil [12-15]. Baziar and Jafarian 
(2007) [16] successfully used Artificial Neural Network (ANN) for determination of amount of strain 
energy required to induce liquefaction. They adopted 217 cyclic triaxial data [17], 61 cyclic torsional shear 
data [15, 18] and six cyclic simple shear tests data for developing the ANN model. The developed ANN 
outperformed the regression model.  However, the developed ANN has some limitations such as black box 
approach, arriving at local minima, low generalization capability, absence of probabilistic output, etc [19, 
20]. 

This study adopts Gaussian process regression (GPR) for prediction of amount of strain energy 
required to induce liquefaction. In GPR, the learning of data is modeled as Bayesian estimation problem. It 
is assumed that the parameters of GPR are random variables. GPR has been successfully adopted for 
solving different problems in engineering [21-24]. This article uses the database collected by Baziar and 
Jafarian (2007) [16]. The database contains information about initial effective mean confining pressure (σ’ 
mean), initial relative density after consolidation (Dr), percentage of fines content (FC), coefficient of 
uniformity (Cu), mean grain size (D50), coefficient of curvature (Cc), and measured strain energy density 
required for triggering liquefaction (W). The developed GPR model has been compared with the ANN 
model. The developed GPR has been used to determine the variance of predicted W. The rest of this paper 
is organized in this way. Section 2 presents the basic principles of GPR and present analysis of the GPR. 
Section 3 describes the results of GPR model. Section 4 draws some concluding remarks. 

 
2. Details of GPR 

 
Let us consider the following set of samples 
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where x is input variable, y is output, RN is N-dimensional vector space and R is one dimensional vector 
space. This article uses σ’mean, Dr, FC, Cu, and D50 as input variables. The output of GPR is LogW. So, 

 50, ,,, DCFCDx urmean  and  Wy log . 

GPR uses the following expression for prediction of y 
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where f(xi) is latent function and εi is Gaussian noise. GPR treats f(xi) as a random variable. The joint 
distribution of y is given by the following equation 
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where K(x, x) is kernel function and I is the identity matrix. The predictive distribution of yD+1 
corresponding to a new given input xD+1 is given by the following expression 
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where KD+1 is covariance matrix and its expression is given by 
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The distribution of yD+1 is Gaussian with mean and variance [25]: 
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To develop GPR, a covariance function is required. The details of GPR are given by Williams and 
Rasmussen (1996) [26]. 

To develop GPR for prediction of LogW, the total datasets have been divided into the following two 
groups: 

 Training Dataset: This is used to develop the GPR. This article uses 198 datasets out of 284 datasets as 
training dataset. 

 Testing Dataset: This is used to verify the developed GPR model. The remaining 86 datasets have been 
used as testing dataset. 
The data are normalized between 0 and 1. The normalization has been done by using the following 

equation. 
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where d is any data (input or output), dmin is the minimum value of the entire dataset, dmax is the maximum 
value of the entire dataset, and dnormalized is the normalized value of the data. The radial basis function 
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ii , where s is the width of radial basis function) has been used as covariance 

function. GPR has been developed by using Matlab. 
 

3. Results and Discussion 
 
The success of GPR depends on the value of ε and s. The design values of ε and s have been determined by 

trial and error approach. The developed GPR gives best performance at ε= 0.02 and s = 0.4. Therefore, 
the design values of ε and s are 0.02 and 0.4 respectively. The performance of training and testing dataset 

has been determined by using the design values of εand s. 
Figures 1 and 2 depict the performance of training and testing dataset respectively. The performance of 

the developed GPR has been assessed in terms of coefficient of determination (R2).  For good model, the 
value of R2 is close to one. It is clear from figures 1 and 2 that the value of R2 is close to one for training 
dataset as well as testing dataset. So, the developed GPR predicts LogW reasonable well. The developed 
GPR gives the variance of the predicted LogW. 
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Fig. 1. Performance of training dataset. 
 

 
 
Fig. 2. Performance of testing dataset. 
 

Figures 3 and 4 show the variances of training and testing datasets, respectively. The obtained variance 
gives the uncertainty of prediction. 
 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.2 0.4 0.6 0.8 1

Actual Normalized LogW

P
re

d
ic

te
d

 N
o
rm

a
li

ze
d

 L
o
g

W

R
2
=0.992

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.2 0.4 0.6 0.8 1

 Actual Normalized LogW

 P
re

d
ic

te
d

 N
o

rm
a

li
ze

d
 L

o
g

W

R
2
=0.980



DOI:10.4186/ej.2013.17.4.71 

ENGINEERING JOURNAL Volume 17 Issue 4, ISSN 0125-8281 (http://www.engj.org/)                                                      75 

 
Fig. 3. Variance of training dataset. 
 

 
 
Fig. 4. Variance of testing dataset. 
 
A comparative study has been carried out between the developed GPR and ANN model developed by 
Baziar and Jafarian (2007) [16]. Comparison has been done in terms of R2 value. 

Figure 5 shows the bar chart of the value of R2 of the ANN and GPR models. It is clear from Fig. 5 
that the performance of GPR is better than the ANN model. ANN was developed by feed-forward 
multilayer perceptron (MLP) with back-propagation learning rules. There is one hidden layer with 10 
neurons in the ANN model. 6,500 epochs have been used to get the best performance of the ANN. The 
values of mean square error (MSE) and mean absolute error (MAE) have been determined for training and 
testing dataset. Table 1 shows the value of MSE and MAE for the ANN and GPR models. It is clear from 
Table 1 that the developed GPR outperforms the ANN. The developed GPR has been applied for the 
centrifuge ground level liquefaction tests data [27]. 
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Fig. 5. Bar chart of R2 of the ANN and GPR models. 
 
Table 1. Comparison between the ANN and GPR models. 
 

Models 
Training 

Performance 
(MSE) 

Testing 
Performance (MSE) 

Training 
Performance 

(MAE) 

Testing 
Performance 

(MAE) 

GPR 0.99% 1.82% 3.25% 5.82% 
ANN 1.33% 3.7% 8.46% 14.9% 

 
Figure 6 depicts the performance of GPR for the centrifuge ground level liquefaction tests data. It is 

observed from Fig. 6 that the value of R2 is close to one. So, the developed GPR shows good generalization 
capability. The main limitation of the developed GPR is the Gaussian processes are not appropriate priors 
for all problems. 
 

 
 
Fig. 6. Performance of the GPR for the centrifuge ground level liquefaction tests data (Dief, 2000) [27]. 
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4. Conclusion 
 
This study examines the capability of GPR for prediction of amount of strain energy required to induce 
liquefaction. Radial basis function has been used as covariance function for developing the GPR model. 
The developed GPR gives good performance. It gives better performance than the ANN model. The 
predicted variance can be used to determine the corresponding risk. This article shows that the developed 
GPR can be effectively used for the other dataset. GPR can be examined for solving different problems in 
earthquake engineering.   
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