Load Feasible Region Determination by Using Adaptive Particle Swarm Optimization

Patchrampa Wongchaia and Sotdhipong Phichaisawatb*
Department of Electrical Engineering, Faculty of Engineering, Chulalongkorn University, Bangkok 10330, Thailand
E-mail: apatchrampa.w@student.chula.ac.th, bsotdhipong.p@Chula.ac.th

Abstract. The proposed method determines points in a feasible region by using an adaptive particle swarm optimization in order to solve the boundary region which represented by the obtained points. This method is also used for calculating a large-scale power system. In any contingency case, it will be illustrated with an x-axis and y-axis space which is given by the power flow analysis. In addition, this presented approach in this paper not only demonstrates the optimal points through the boundary tracing method of the feasible region but also presents the boundary points obtained the particle swarm optimization. Moreover, decreasing loss function and operational physical constraints such as voltage level, equipment specification are all simultaneously considered. The points in the feasible region are also determined the boundary points which a point happening a contingency in the power system is already taken into account and the stability of load demand is ascertained into the normal operation, i.e. the power system can be run without violation. These feasible points regulate the actions of the system and the robustness of the operating points. Finally, the proposed method is evaluated on the test system to examine the impact of system parameters relevant to generation and consumption.
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1. Introduction

The electrical power system analysis has a wide range of conditions for determining problems, consisting of three main systems: generation system, transmission system, and distribution system. A major system that is analyzed in practice is the transmission system with two main components. The electrical power supplies to users in both primary and secondary feeders are mostly used to solve these transmission problems by taking into account the power loss and voltage drop in the power flow equations. A regularly occurring barrier is the violation of bus voltage and overload of transmission lines. In addition, the increase of loads can also be limited by the critical point, where the critical point must be stabilized by the voltage level. This is referred to as the steady-state voltage stability analysis [1],[2]. Therefore, the load-point configuration that supports the power system can normally operate. The receiving load margin must be carefully considered and analyzed by considering an available transfer capability (ATC). The apparent power is a two-part power output consisting of the real and reactive powers that are used to consider the ATC and the use of theoretical calculation powers through large power systems [3],[4].

As aforementioned, the load margin that the system can be accepted is a measure of the ability to support the increased load, which is determined the load point where the supported system can be obtained from several different theories such as repeated power flow (RPF), continuation power flow (CPF), optimal power flow (OPF) [5]–[7]. The fundamental methods in the operation of active and reactive power control (Watt/Var control) solutions relate to many operations to determine the supported load-point boundary. This is the best way to find the combinatorial optimization problem method. The ATC is accurate and takes less computation time when the number of buses is not too large but if it is a very large power system consisting of a very large number of buses, it is necessary to find the appropriate method for calculations. Until now, there are systematic approaches to find the most common value such as conventional optimization algorithms to avoid the error therefore it is possible to find the most appropriate method for the particle group method. The particle swarm optimization (PSO) [8] and the TNEP model [9] are applied in conjunction with a certain scope point to find the feasible region.

Due to the uncertainty of a power system, if power of the electrical system is discharged through a transmission line, it is still possible to maintain stable operation conditions and to meet complex conditions. It is usually fast to find out the range of spatial answers that bring to a good answer [10]. A variety of feasible region points supported by the system can be described through the pattern, stabilization, scope of system operation and transmission in each bus. The optimization of a set variables is a sequential point, each of which shows the balance of a support load boundary that has been shown in the form of multiple dots. This research aims to develop a tracing boundary method of determining the security boundaries of the system under the conditions presented by adaptive particle swarm optimization (APSO), where it is both impossible and possible areas of the combinations being called solvable region [10]–[14]. The proposed method is used to determine the boundary tracing as the basis of the subject process. The predictor and corrector methods are used to find the right boundary tracing known as continuation method [14]. The predicted point is the precautionary boundary extent that the value is located. The power flow is a singular Jacobian matrix [16]–[18], where the precautionary boundary can be met according to a linear equation that consists of power flow equation. It can be applied to the load feasible region process to determine the spot area. However, the load feasible region in [15] and [19] is not focused only on the scope to determine the specific operation points but also security area assignments are applied for transmission line between the source-load pair in power systems.

This paper is divided into four sections consisting of (1) solvable region of power flow solution, (2) problem description, (3) numerical results, and (4) conclusions. In the first section, the electrical analysis problem with the origin of the feasible region is the method used in this research consisting of feasible region, OPF method and solvable region of boundary points, and boundary tracing method with solvable region. The second section discusses the previous problems and obligations with particle swarm that is applied in this research. This state consists of decision variables, state formulation of problem, adaptive PSO method, replacement the problem with particle swarm method, and computation procedure. The numerical results in the third section are demonstrated by comparing the experimental results of the previous methods and the proposed adaptive particle swarm method. Finally, it ends with the conclusions.
2. Solvable Region of Power Flow Solution

2.1. Feasible Region

The feasible region is considered to be divided into three periods, where the region obtained by power flow solution that is the solvable boundary ($\Sigma_1$) and the feasible boundary ($\Sigma_2$) [7], defined in the figure below. The space where the computational has no answer is called "the unsolvable boundary". The infeasible boundary is the subset of solvable points, but one of these points exceed execution limit. On the other hand, the feasible region is the space where all of system parameters are execute condition their limit.

![Feasible Region Diagram](image)

Fig. 1. The area of operating points [20].

2.2. OPF Method and Solvable Region of Boundary Points

The region boundary is a space within solvable region which represent the critical points and defined SNB [20]. The SNB point obtained by the power flow solution that is corresponding with a singular jacobian matrix and maximum load parameter. The power flow solution inoperative, when the load demand exceeding the SNB point due to varies of the load direction increment and the load change in parameter of power flow solution. In addition, the SNB point is the minimization to solve the result from the unsolvable area. The determination to SNB point can be classify into two method from external the solvable boundary [11]-[15].

![OPF Method Diagram](image)

Fig. 2. Demonstration of optimization methods.

The maximization from within the solvable boundary is the computational to solve the load variable subject to optimal power flow algebraic constrains as equations:
The solution point obtain within the maximum solvable region is the SNB point which is equilibrium the CPF method.

The computational method from external the feasible region obtained by minimize the Euclidean space from the unsolvable region \[^7\]. From the external region solvable boundary \((S^*)\), the nearest solvable region determined by the unconstrained minimization:

\[
\min \; F(x) = \frac{1}{2} [f(x) - S^*] \; [f(x) - S^*] \\
\]

where \(S^*\) is a injection matrix from unsolvable points;

\(F(x): \mathbb{R}^N \rightarrow \mathbb{R}\) represent a cost function, obtained by one and half of the square power flow mismatch.

The formulation result shown the SNB point from the unsolvable boundary represented by \(S^*\). The power injections represented by \(S\) can formulate from vector \(x\) and produces the vector \(S - S^*\) parallel with the regular vector for trace boundary of solvable boundary from the point \(S\). This method is beneficial for the stability balance in order to solve the corrective process for control action from the external unsolvable boundary.

### 2.3. Boundary Tracing Method with Solvable Region

The boundary region is the curve that categorized the solution space of optimal power flow into two areas are unsolvable region and solvable region. The Jacobian matrix is a singular matrix that corresponding with the boundary point. In addition, the predictor-corrector process use to determination the boundary region of solvable region by the tracing boundary algorithm. The corrector procedure use to optimization problem by minimize point from previous distance. The prediction procedure is forward to develop in order to certify the solution point from predictor within the feasible boundary. The first prediction point represented by \(S_1^*\) it is the initial tracing procedure and \(X_0\) is represent the first initial guess obtained by formulation the repeated power flow method.

The determination of tracing boundary process needs to defined the first prediction point is \(S^*\) and the first initial guess is \(X_0\) to the parameters problem. The variable \(S^*\) is a predictor term to predict the loading point for ensure all of parameters not violation in the test system. The first initial guess \(X_0\) obtained by optimal power flow should be nearest the boundary curve. The repeated power flow uses to determine the system parameter, which the concept is increasing of the loading point at the load bus each step represent by \(\sigma\) per MVA. In addition, the variable \(S^b\) of tracing boundary method is search the point by the bisection method. The first point after formulation obtained infeasible point is \(S^*\) for determination increasing load point from \(S^b\) applying the repeated power flow with the corresponding direction \(\theta\). The processing explained in Fig. 3.
Fig. 3. Optimization to determine initial infeasible point.

2.3.1. Process of correction

The process of correction to minimize the problem as explained in [22]. The inputs of this manipulation to predict the point $S^*$ and the first prediction $X^0$. The performance of function $X$ to check the result of minimization problem that is the point $S^*$ within the feasible boundary or not. The result can be classified into two problems:

- The problem of $F(X) = 0$ implicate the predicted point $S^*$ is internal the feasible boundary, and the result of function $X$ is not the answer on the boundary point.
- The problem of $F(X) > 0$ implicate the prediction point $S^*$ is undisturbed external the feasible boundary, and the final result $X$ is the answer on the boundary point.

If the procedure of prediction point $S^*$ is internal the feasible region, the procedure satisfied by determine a new predicted point by the step in [22].

2.3.2. Process of prediction

The process of prediction is to guess the forward calculation of boundary region, which can be calculated by application the previous solution point, and the space between the predicted point and the graph of boundary point can be improved. Let $d$ represent the length of variable for modification the space by the tracing process $k$, the point $S_k''$ is explained in [22].

Fig. 4. Predictor process with space adjustment.
3. Problem Description

The transmission system has several performance considerations: reducing the power loss of system, adjusting the voltage at each bus appropriate for the precautionary boundary and the power quality. The above requirements allow a power system to support loads that will be added in the future. However, the above mentioned, benefits will be occurred when the performance is subject to acceptable system conditions. Therefore, the installation of the transmission lines with contingencies from the system will be taken into account in order to get the feasible region, leading to difficulties to evaluate. Especially, in the distribution system, there are several ways to consider such as format arrangement, load distribution, and load variation that is changed throughout the days. The contingency must be carried out on the distribution system that is considered so that the system still maintains the stability of the operation and the maximum benefit. It is involved in planning to determine the appropriate contingency patterns in terms of the line position (system bus number), size (real power and reactive power at each bus), and the total number of transmission lines that remain active on the entire system on duration time.

3.1. Decision Variables

In this case study, there are three different types of contingency issues presented by [24] consist of Type A, Type B, and Type C. In the variable decisions of each issue, NC is a set consisting of bus numbers for considering the contingency. The basic information from the NC set is the format of the issue. The following is the details of each issue.

Problem statement of Type A: The information known by the NC set is the bus numbers. It means that both the number of buses and the bus positions occurred contingency will already be set. The problem statement is to find real power and reactive power at each bus with various load levels: they are all the decision of the variables. Therefore, in this issue, it will be considered only the real power and reactive power at each bus.

Problem statement of Type B: The information known by the NC set is the number of buses, but it has not known what each member is defined (unknown position) yet. The problem statement is to determine how many buses needed to be occurred contingency (lost energy), the number of buses and bus positions where the contingency is occurred, and the power for each remaining bus at each load level. These variables are determined in this problem including the bus number and power (both real and reactive power) at each bus.

Problem statement of Type C: The NC set does not contain any information about the contingency of the transmission line. Consequently, the problem cannot be determined any conditions of the contingency in the transmission line. The problem statement is to determine how many lines rejected when the contingency occurred, bus position, and power at each remaining bus at different load levels. In this step, the variable decision of the problem consists of the number of buses, bus position, and power at each bus.

3.2. State Formulation of the Problem

The objective function of the simulation of the contingency in transmission line has to be considered the control of the bus voltage in the acceptable range and the system security is a significant problem. The adaptive model of TNEP [9] is considered in any problem in case of contingencies. The analysis of case contingency must be represented by \( N - 1 \) denote the state of power system after the transmission lines outage. The TNEP model considered with security limits, the equation of computational can be summarized as follows:

\[
\text{max } v = \sum_{i \in \Omega} P_i n_i \tag{4}
\]

\[
\text{s.t. } \quad Sf^k + g = d \tag{5}
\]
\[ f_{l}^k = \gamma_l (n_{l}^0 + n_l)(\Delta \theta_l^k) = 0, \text{ for } l \in 1, 2, \ldots, nl & l \neq k \] (6)

\[ f_{l}^k = \gamma_l (n_{l}^0 + n_l - 1)(\Delta \theta_l^k) = 0, \text{ for } l = k \] (7)

\[ |f_{l}^k| \leq (n_{l}^0 + n_l)\bar{f}_l, \text{ for } l \in 1, 2, \ldots, nl & l \neq k \] (8)

\[ |f_{l}^k| \leq (n_{l}^0 + n_l - 1)\bar{f}_l, \text{ for } l = k \] (9)

\[ 0 \leq n_l \leq \bar{n}_l \] (10)

where \( k = 0 \) is the foundation case not having any line outage.

\( S \) is the node of each branch incidence matrix transposed in the line system.

\( f_k \) is the vector of \( f_k \).

\( \gamma_l \) is the circuit susceptive addition to \( l^{th} \).

\( n_l \) is the circuit number addition to \( l^{th} \).

\( n_l^0 \) is the zero circuit in normal operation.

\( \Delta \theta_l^k \) is the step phase angle when \( k^{th} \) is the number of line contingencies.

\( f_{l}^k \) is the summarized of active power obtained by the circuit of \( l^{th} \).

\( \bar{f}_l \) is the maximum operation point of active power obtained by the circuit of \( l^{th} \).

\( \bar{n}_l \) is the maximum number of line circuit that can be added in \( l^{th} \).

\( \Omega \) is the set of all transmission lines.

\( P_l \) is the total of active power of all transmission lines.

\( n_l \) is the total number of all transmission lines.

\( NC \) is the number of probability contingencies.

The objective function of the problem is to maximize the total active power in all of transmission lines existed after the line contingencies occur in the power system, satisfying the constraints of active power flow in the lines transmission system, for the fundamental case of contingency defined by \( N - 1 \). (5) is the power balance, (6) and (7) are the power flow equation of active power. (8) and (9) the constraints of active power flow, and (10) presents the line constraints.

### 3.3. Adaptive PSO Method

#### 3.3.1. Fundamental of PSO

The PSO was first established by [25]. The execution of PSO including an inertial weight and a constriction factor. All review detail of development in PSO is presented in [25]-[27]. The PSO method is the search tool using by population of particle and corresponding to each self-particle. The PSO presents competitor solution to solve the problem. The first step is a random initialization of population in each search space and executes on the particles social for observation behavior in the swarm such as fish, bee, bird, and the swarm theory. The objective to finds the global optimal by simply changing the trajectory of individual in each the search space that is changed by dynamically modifying the velocity of each particle, learning to the flying experience itself and the other particles in the search own area.
3.3.2. PSO and comparison of advantages

1) The PSO is simplify to achieve operation and have a little process to adjust parameters. Unlike GA has development step performance such as mutation and crossover [21].

2) The GA algorithm active by sharing information, consequently the whole population of GA will be move as one direction in the group, but The PSO only the best particle (Gbest) will provides the information to another particle in the swarm. It is robustness point of PSO more than GA.

3) The PSO has performance index or objective function to conduct the direction of search space problem.

4) The PSO has flexible process to control parameters between the global and local for exploration of the search space. Different the GA and other algorithms this support PSO forward to the unique feature exceeds the other heuristic tools and improve the search ability.

3.3.3. The algorithm of PSO

The positions and the velocities using in the initial particles swarm both of them processing by randomly produced to permit all particles randomly circulated pass over the search space. The parameter of fitness value to determine each particle for estimation, after that the particles will be determine the best position of each particle and also shown the parameter of particle that is the best value of global fitness in the present iteration. The next step of velocities in all particles are developed by using the data from the last velocity. The syntax of Gbest represents the best solution of each particle, that obtained by the best particle in swarm. The velocity has updated by development in each iterative countering \( t \) to \( t+1 \) can be explained as [28]:

\[
\begin{align*}
v_{id}(t+1) &= w v_{id}(t) + c_1 r_{id}(t) \left[ y_{id}(t) - x_{id}(t) \right] + c_2 r_{2d}(t) \left[ \hat{y}_d(t) - x_{id}(t) \right] \\
\text{where} & \quad x \quad \text{is the particle swarm position.} \\
& \quad v \quad \text{is the particle swarm velocity.} \\
& \quad w \quad \text{is the weight value of inertia.} \\
& \quad c_1, c_2 \quad \text{is the constants values of acceleration.} \\
& \quad r_{id}, r_{2d} \quad \text{is the random values of distribution.} \\
& \quad y \quad \text{is the personal value of best position.} \\
& \quad \hat{y} \quad \text{is the global value of best position.} \\
& \quad i \quad \text{is the iteration of particle at } i^{th}. \\
& \quad d \quad \text{is the number of dimension at } d^{th}. \\
& \quad id \quad \text{is the particle } i \text{ at the dimension } d.
\end{align*}
\]

When the last position finished will be update the new position in each particle of swarm is performed by:

\[
x_{id}(t+1) = x_{id}(t) + v_{id}(t+1)
\]

The procedure of velocity and position development is repeated and will be finished when the alleviation critical is encounter, for example the maximum value of iteration is terminated or the solution is adaptive smaller than the sufferance value of the pre-specified.

3.3.4. The algorithm of adaptive PSO

The fundamental of PSO method has the initial weight for stimulation constant of all particle in the first generation. The important parameter will be move from the state of current position to the new position for optimization by using initial weight \( (w) \). In order to develop the ability of search space and the algorithm of adaptive PSO can be redeemed in the feature of particle movement, that controlled by the objective function. The adaptive PSO has a process for adjust position such that specific fitted particle which is best particle. The best particle will be more slowly than normal particle when compared each other. The procedure of
adaptive particle can be completed be chosen different parameters in each particle swarm depend on their rank, that compare between $w_{\text{min}}$ and $w_{\text{max}}$ as explained following [9]:

$$w_i = w_{\text{min}} + \frac{(w_{\text{max}} - w_{\text{min}}) \times \text{Rank}_i}{\text{Total population}}$$

(13)

Therefore, from (13) can be concluded the best particle is the best of first rank and inertia weight for determination the maximum value and the lowest fitted particle will represents the maximum of inertia weight, consequently the particle will move with a high velocity. The particle can be set the velocities to update and develop behavior by using (14), and if the parameters of velocity value exceeds than $V_{\text{max}}$, it can be ensured by (15).

$$v_i(t + 1) = w_i v_i(t) + c_1 r_1 (p_i(t) - x_i(t)) + c_2 r_2 (x_i(t) - x_j(t))$$

(14)

$$v_i(t + 1) = \text{sign}(v_i(t + 1)) \times \min(|v_i(t + 1)|, V^\text{max}_i)$$

for $j = 1, 2, ..., d; i = 1, 2, ..., n$

(15)

The update position of particle swarm can be obtained by using (16) and the value of particles position exceed the determination range, then it can be adjusted to feasible region by (17).

$$x_i(t + 1) = x_i(t) + v_i(t + 1), \text{ for } j = 1, 2, ..., d; i = 1, 2, ..., n$$

(16)

$$x_i(t + 1) = \text{min}(x_i(t + 1), \text{range}^\text{max}_i)$$

$$x_i(t + 1) = \text{max}(x_i(t + 1), \text{range}^\text{max}_i)$$

(17)

The propose of re-initialization is presented to the APSO algorithm later than define the number of generations when the convergence of the algorithm is not development. The above mentioned of APSO population has a unique feature generation is re-initialized by new randomly produced individuals. The new individuals number chosen from $k$ when $k$ is the least fitted individuals of original population, measured by the percentage of all population to be adjusted. The effect re-initialization of population process is identical to the modification process of GA algorithm. The effect not only useful the algorithm precipitately converges to a local optimal but also re-initialization of population it can be obtained $F_{\text{best}}$ value that is specific number of swarms.

3.3.5. APSO and contingency

The objective function ($f(x)$) for contingency represented by (4). When $x$ is the set of competitor lines which presenting a solution of contingencies. The element of $x$ denotes the correctly direction in each a competitor line construction. The range of each parameters defined by $x$, it can be ensured right-of-ways [9]. The fitness function evaluation is the function to inspect the worth case of a solution that can represented by:

$$f = \sum_i P_i n_i + W_1 \sum_{k=0}^{\text{NL}} \sum_{ol} (\text{abs}(f_{ki}^i - \bar{f}_i)) + W_2 (n_i - \bar{n}_i)$$

(18)

Where syntax $ol$ is the set of overloaded lines. The objective function proposed to find the set of transmission lines for formulation such that the minimization of active power must not overloads are generated during the horizontal of plan. Therefore, the first term of (18) formulations the total active power in each transmission contingencies plan. The second term is additional function for analysis the active power flow by using the constraint violations in the normal operation case, and the syntax $N - 1$ is represents
contingency cases. The third term is optimal function for find the maximum number of circuit, where the function of \( I^{th} \) over the operation limits. The \( W_1, W_2 \) are the penalty terms. Furthermore, the second and the third terms are attached to the main objective function only case contingency of violations.

3.4. Replacing of the PSO Method

The objective function (18) in the application of the particle swarm method with the solution of contingency and the outage transmission lines from the system is to replace the problem with particle swarm. The variable which is executed by PSO, such as the number of variables, decisions, and load levels is taken into account. The problem is divided into the several contingency states releasing the outage line into 3 forms: Type A, Type B, and Type C. Each problem has a number of different decision variants. It is different to replace variables with the particle swarm method.

Problem statement of Type A: The decision variables of the problems consist of real power and reactive power at each bus in load levels. The member of NC set is the bus position number defined by \( nc \), consequently the replacement with particle swarm method which is:

\[
-x = \begin{bmatrix}
P_{c_1} & P_{c_2} & \cdots & P_{c_i} & \cdots & P_{c_{nc}} \\
Q_{c_1} & Q_{c_2} & \cdots & Q_{c_i} & \cdots & Q_{c_{nc}}
\end{bmatrix}
\] (11)

\[
\overline{P}_{c} = \begin{bmatrix}
P_{c_1} & P_{c_2} & \cdots & P_{c_i} & \cdots & P_{c_{nc}}
\end{bmatrix}
\] (12)

\[
\overline{Q}_{c} = \begin{bmatrix}
Q_{c_1} & Q_{c_2} & \cdots & Q_{c_i} & \cdots & Q_{c_{nc}}
\end{bmatrix}
\] (13)

The number of dimensions of each particle can be calculated by:

\[
D = NC \times S
\] (14)

Problem statement of Type B: The information from the NC set is the total number of members within the set (The number of outage line transmission). The decision variables of the problem are the bus outage number of line transmissions, and both of all power supplies are real and reactive power at each different load levels. If \( nc \) is the number of in NC set, each particle is represented by the following characteristics:

\[
-x = \begin{bmatrix}
BC & P_{c_1} & P_{c_2} & \cdots & P_{c_i} & \cdots & P_{c_{nc}} \\
BC & Q_{c_1} & Q_{c_2} & \cdots & Q_{c_i} & \cdots & Q_{c_{nc}}
\end{bmatrix}
\] (15)

\[
\overline{BC} = \begin{bmatrix}
BC_1 & BC_2 & \cdots & BC_i & \cdots & BC_{nc}
\end{bmatrix}
\] (16)

\[
\overline{P}_{c} = \begin{bmatrix}
P_{c_1} & P_{c_2} & \cdots & P_{c_i} & \cdots & P_{c_{nc}}
\end{bmatrix}
\] (17)

\[
\overline{Q}_{c} = \begin{bmatrix}
Q_{c_1} & Q_{c_2} & \cdots & Q_{c_i} & \cdots & Q_{c_{nc}}
\end{bmatrix}
\] (18)

The number of dimensions of each particle can be calculated by:

\[
D = NC + (NC \times S) = NC \times (1 + S)
\] (19)
Problem statement of Type C: The NC set of the problems is not defined any conditions for the transmission lines outage. The problem decision variables consist of the number of buses, bus positions and both of real power and reactive power, which are supplied to each bus at the load level. This research has applied the binary-particle swarm algorithm to reduce the number of decision variables to provide existing the bus number and the power supply demand at each bus represented by:

\[ x = \begin{bmatrix} Uc_1 & P_{c_1} & Q_{c_1} & \ldots & P_{c_t} & Q_{c_t} \end{bmatrix} \quad (20) \]

\[ Uc = [Uc_1 \ Uc_2 \ \ldots \ Uc_k \ \ldots \ Uc_{NB}] ; \ Uc_k \in \{0, 1\} \quad (21) \]

\[ P_{c_i} = \begin{bmatrix} P_{c_1} & P_{c_2} & \ldots & P_{c_t} \end{bmatrix} \quad (22) \]

\[ Q_{c_i} = \begin{bmatrix} Q_{c_1} & Q_{c_2} & \ldots & Q_{c_t} \end{bmatrix} \quad (23) \]

\( Uc_k \) is a decision variable that defines transmission lines outage at each bus (0 = no outage, 1 = outage). The number of dimensions of each particle can be calculated by:

\[ D = NC + (NC \times S) = NC \times (1 + S) \quad (24) \]

3.5. Computation Procedure

The computation procedure, developed on the algorithm for tracing the feasible region on the P-Q plane adaptive with PSO algorithm for optimal bus contingency within feasible region is described by the following steps:

1) Inputting line data and bus data of the system: power, voltage, system parameter, all operational constraints and PSO parameters.
2) Selecting the objective and the decision parameter for optimization computing and producing an initial quantity of particles. The data input matrix depends on replacing decision variables.
3) Determining the initial predictor point \( S^*_i \) and the initial guess \( X_{0i} \) and letting \( k=1 \) for the first iteration step.
4) Determining the upper and lower boundary of constraint conditions.
5) Determining the boundary point \( S^b_k \) and the result on the region \( X_k \) by using the minimization method.
6) Checking if the load existing point by \( S^*_k \) must internal the feasible boundary or not. If \( S^*_k = S^b_k \), then forward to the next step. If \( S^*_k \neq S^b_k \), then forward to step 8.
7) Determining the direction \( \Delta S^e(t) \) by conventionalizing \( w(t) \) and then rotating 90 degrees counterclockwise by multiplying an imaginary axis \( j \) as the following, \( \Delta S^e(t) = jw(t)/|w(t)| \).
8) Setting initial iteration index when \( = 0 \).
9) Finding the next infeasible point \( S^e(t+1) \) followed by consideration of \( \Delta S^e(t) \) and a step size \( l \) as \( S^{e(t+1)} = S^e(t) l \cdot \Delta S^e(t) \).
10) Determining the qualified and unqualified particles by ensuring bus number emerged in the initial section of all the particles.
11) Considering the qualified particles, executed the power flow computation to obtain all bus voltage consist of active and reactive power losses.
12) Checking all of constraints. If any one of all results is violated, a penalty function is done otherwise, the penalty function is zero.
13) Evaluating the fitness value from the qualified particles using total of active power loss and penalty function.
14) Comparison the fitness value with the best personal particle \((P_{\text{best}})\). If the fitness result is lower than \(P_{\text{best}}\) carrying on the values of the current \(P_{\text{best}}\) and recording the particle position corresponding to parameter \(P_{\text{best}}\).
15) Selecting the minimum value of \(P_{\text{best}}\) from all of the qualified particles transformed to the current global best, \(G_{\text{best}}\) and recording the particle position corresponding to parameter \(G_{\text{best}}\).
16) Updating the velocity and position of all the particles.
17) If the number of calculations is iterated to be maximum, the particle corresponding to the current \(G_{\text{best}}\) is the optimal result and then forward to Step 12. Otherwise, set \(t=t+1\) and return to 10.

Because of the equation constraints, the feasible region may not be satisfied at the point where two parts of different active constraints are appeared with each other. The tracing boundary method repeatedly returns the equilibrium boundary point, the new \(S^*\) adjusts positions around this feasible point until obtained a new region point after that PSO randomizes a point in feasible region, as shown in Fig. 5.

![Randomly PSO in Feasible boundary tracing.](image)

Fig. 5. Randomly PSO in Feasible boundary tracing.

4. Numerical Results

4.1. Boundary Tracing Method

The foundation of boundary tracing method is demonstrated in the two-bus system shown in Fig. 6. This demonstrates and compares the feasible boundary within the solvable boundary and then inspects the region curve obtained by determining the maximum loading points occurring in various problems.

A numerical example [15] in case of the two-bus system demonstrates the boundary within the solvable boundary by using the continuation power flow (CPF) method. The system includes one source bus and one demand bus as displayed in Fig. 6. In this example, the magnitude of \(V_1\) or \(X\) is set to be 1.0 p.u.

![A two-bus system.](image)

Fig. 6. A two-bus system.
The simulation considers the demand determined by a negative value and the source is a positive value. The feasible region of boundary curve determined by the equipment’s constraints of the system. The period of the voltage of bus is between 0.95 and 1.05 p.u. The period of the source capacity are between 0 and 2 MW and ±2 MVAR. The demand injection is considered to be negative because of demand has no capability to generate active power. The load injection is -0.2+j0.0 MVA obtained by power flow solution at Bus 2, which is a feasible region. This point is defined to be the loading point of the computation.

From the point of existing load, the formulation returns the first point and the predictor point by application the repeated power flow method. The repeated power flow expands the demand by a step $\sigma$ of 0.1 MW in the way of its fixed power factor. The first point is the result from the boundary at the existing loading point equal to -0.296+j0.0 MVA. The initial predictor dot is defined by varying the loading point of -0.2+j0.0 MVA. Then, the initial prediction point is -0.496+j0.0 MVA.

The boundary tracing method is based on the algorithm of proposed tracing boundary. The system analysis determines a step size $l$ and a space $d$ similar to 0.05 p.u. The feasible boundary contour plotted on an x-y plane are active and reactive power injection at Bus 2, respectively. The boundary tracing method solution presented in Fig. 7.

![Demonstration of the boundary tracing process](image)

The figure shows the loading point of existing within the boundary. In order to correlate a solution with the maximum loading points, the demand injection of -0.8+j1.5 MVA is choose from fundamental problem. From two loading points of existing, the maximum demand points are obtained by the repeated power flow algorithm. The formulation varies the load in various ways around the operating point of existing, and then correlate the solutions with the determined boundary, as presented in Fig. 8.
The results demonstrate the loading points obtained from maximum point stretch on the boundary curve. The boundary determined from the process of tracing boundary method which is a curve consisting of the maximum loading points. The boundary is defined by equipment’s constraints considered in this case. These constraints are practically for the power system execution. Figure 10 compares the solution of boundary with the solvable boundary. This solvable boundary is determined in [15]. A curve of solvable boundary is defined by using the process of tracing boundary method, but the minimization problem is calculated lacking equipment’s constraints. From the figure, it can be complied the region bounded by the equipment’s constraints is smaller than the solvable boundary. This boundary is called the feasible region as stated in several literatures [11]-[15]. However, the system analysis in this segment is a foundation problem system.
The process of tracing boundary method can be tested on the larger power system in order to analysis the effects of the system parameters on the feasible boundary.

Fig. 10. Feasible region and solvable boundary of the two-bus system [23].

4.2. Feasible Region with PSO Algorithm

Table 1. Bus Data [29].

<table>
<thead>
<tr>
<th>Bus</th>
<th>Voltage</th>
<th>Generation</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mag (p.u.)</td>
<td>Ang (deg)</td>
<td>P (MW)</td>
</tr>
<tr>
<td>1</td>
<td>1.035</td>
<td>-7.278</td>
<td>172.00</td>
</tr>
<tr>
<td>2</td>
<td>1.035</td>
<td>-7.370</td>
<td>172.00</td>
</tr>
<tr>
<td>3</td>
<td>0.989</td>
<td>-5.584</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>0.998</td>
<td>-9.690</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>1.019</td>
<td>-9.964</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>1.012</td>
<td>-12.421</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>1.025</td>
<td>-7.357</td>
<td>240.00</td>
</tr>
<tr>
<td>8</td>
<td>0.993</td>
<td>-11.088</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>1.001</td>
<td>-7.435</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>1.028</td>
<td>-9.503</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>0.990</td>
<td>-2.154</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>1.003</td>
<td>-1.517</td>
<td>-</td>
</tr>
<tr>
<td>13</td>
<td>1.020</td>
<td>0.000</td>
<td>187.25</td>
</tr>
<tr>
<td>14</td>
<td>0.980</td>
<td>2.258</td>
<td>0.00</td>
</tr>
<tr>
<td>15</td>
<td>1.014</td>
<td>11.566</td>
<td>215.00</td>
</tr>
<tr>
<td>16</td>
<td>1.017</td>
<td>10.449</td>
<td>155.00</td>
</tr>
<tr>
<td>17</td>
<td>1.039</td>
<td>14.931</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>1.050</td>
<td>16.292</td>
<td>400.00</td>
</tr>
<tr>
<td>19</td>
<td>1.023</td>
<td>8.917</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>1.038</td>
<td>9.530</td>
<td>-</td>
</tr>
<tr>
<td>21</td>
<td>1.050</td>
<td>17.117</td>
<td>400.00</td>
</tr>
<tr>
<td>22</td>
<td>1.050</td>
<td>22.766</td>
<td>300.00</td>
</tr>
<tr>
<td>23</td>
<td>1.050</td>
<td>10.572</td>
<td>660.00</td>
</tr>
<tr>
<td>24</td>
<td>0.978</td>
<td>5.299</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Total:</td>
<td></td>
<td>2901.25</td>
</tr>
</tbody>
</table>
Table 2. Reactance and Capacity Data of Transmission Lines [29].

<table>
<thead>
<tr>
<th>From</th>
<th>To</th>
<th>Reactance (p.u.)</th>
<th>Capacity (MVA)</th>
<th>From</th>
<th>To</th>
<th>Reactance (p.u.)</th>
<th>Capacity (MVA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.0146</td>
<td>175</td>
<td>11</td>
<td>13</td>
<td>0.0488</td>
<td>500</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>0.2253</td>
<td>175</td>
<td>11</td>
<td>14</td>
<td>0.0426</td>
<td>500</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.0907</td>
<td>350</td>
<td>12</td>
<td>13</td>
<td>0.0488</td>
<td>500</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0.1356</td>
<td>175</td>
<td>12</td>
<td>23</td>
<td>0.0985</td>
<td>500</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>0.2050</td>
<td>175</td>
<td>13</td>
<td>23</td>
<td>0.0884</td>
<td>500</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>0.1271</td>
<td>175</td>
<td>14</td>
<td>16</td>
<td>0.0594</td>
<td>500</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>0.0840</td>
<td>400</td>
<td>15</td>
<td>16</td>
<td>0.0172</td>
<td>500</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>0.1110</td>
<td>175</td>
<td>15</td>
<td>21</td>
<td>0.0249</td>
<td>1000</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0.0940</td>
<td>175</td>
<td>15</td>
<td>24</td>
<td>0.0529</td>
<td>500</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>0.0642</td>
<td>350</td>
<td>16</td>
<td>17</td>
<td>0.0263</td>
<td>500</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>0.0657</td>
<td>350</td>
<td>16</td>
<td>19</td>
<td>0.0234</td>
<td>500</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>0.1762</td>
<td>175</td>
<td>17</td>
<td>18</td>
<td>0.0143</td>
<td>500</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>0.1762</td>
<td>175</td>
<td>17</td>
<td>22</td>
<td>0.1069</td>
<td>500</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>0.0840</td>
<td>400</td>
<td>18</td>
<td>21</td>
<td>0.0132</td>
<td>1000</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>0.0840</td>
<td>400</td>
<td>19</td>
<td>20</td>
<td>0.0203</td>
<td>1000</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>0.0840</td>
<td>400</td>
<td>20</td>
<td>23</td>
<td>0.0112</td>
<td>1000</td>
</tr>
<tr>
<td>10</td>
<td>12</td>
<td>0.0840</td>
<td>400</td>
<td>21</td>
<td>22</td>
<td>0.0692</td>
<td>500</td>
</tr>
</tbody>
</table>

Fig 11. IEEE 24-bus power system RTS-96 [29].
4.2.1. Result

Case 1: available transfer capability from area 3 to area 4 taking time 7.8707 seconds.

![Fig 12. Tracing boundary method adaptive PSO transfer power from area 3 to area 4.](image)

In the simulation, the red point is the operating load and the black point is the prediction point. The result in the right-hand side of the table shows the available of bus and period of power when the contingency occurs in the power lines system. The blue point is represented as the first initial of process of the particle swarm optimization. From the figure shown the formulation, when the contingency occurs in transmission line, the number of busses that can normally operate is 16 buses. It means that there are the maximum number of busses of 8 buses that can be failed in the system. The period of energy buses is from 170 to 410 MW and ±500 MVAr, which is the first operating point at -400-j150 MVAr as the point inside load feasible region. In addition, the initial point of tracing boundary method is -780-j150 MVA, which is the first point to predict the transformation of the load.

Case 2: available transfer capability from area 2 to area 4 taking time 5.7323 seconds.

![Fig 13. Tracing boundary method adaptive PSO transfer power from area 2 to area 4.](image)

From the figure, it shows the formulation when the contingency occurs in transmission line. The number of busses that can normally operate are 17 buses. It means that there are the maximum number of busses of 7 buses that can be failed in the system. The period of energy buses is from 180 to 300 MW and ±420 MVAr, which is the first operating point at -400-j150 MVAr as the point inside load feasible region. In addition, the initial point of tracing boundary method is -5-j150 MVA, which is the first point to predict the transformation of the load.
Case 3: available transfer capability from area 1 to area 4 taking time 5.5689 seconds.

Fig 14. Tracing boundary method adaptive PSO transfer power from area 1 to area 4.

From the figure, it shows the formulation when the contingency occurs in transmission line. The number of buses that can normally operate are 8 buses; however, there are the maximum number of buses of 16 buses that can be failed in the system. In this case, it is impossible. The period of energy buses is from 180 to 250 MW and ±420 MVAr, which is the first operating point at -400-j150 MVAr as the point inside load feasible region. In addition, the initial point of tracing boundary method is -50-j150 MVA, which is the first point to predict the transformation of the load. On the other hand, it is possible that the result of the particle swarm is outside the solvable boundary because the area 1 insufficiently generates power to meet load demand in the area 4.

Case 4: available transfer capability from area 4 to area 3 taking time 5.2816 seconds.

Fig 15. Tracing boundary method adaptive PSO transfer power from area 4 to area 3.

From the figure, it shows the formulation when the contingency occurs in transmission line. The number of buses that can normally operate are 20 buses. It means that there are the maximum number of buses of 4 buses that can be failed in the system. The period of energy buses is from 180 to 640 MW and ±650 MVAr, which is the first operating point at -400-j180 MVAr as the point inside load feasible region. In addition, the initial point of tracing boundary method is -180-j790 MVA, which is the first point to predict the transformation of the load.
Case 5: available transfer capability from area 2 to area 3 taking time 6.0676 seconds.

From the figure, it shows the formulation when the contingency occurs in transmission line. The number of buses that can normally operate are 16 buses. It means that there are the maximum number of buses of 8 buses that can be failed in the system. The period of energy buses is from 150 to 530 MW and \( \pm 700 \) MVAr because of this case there are several load levels, consequently the period of load that it varies. The first operating point is \(-400-J180 \) MVAr as the point inside load feasible region. In addition, the initial point of tracing boundary method is \(-10-J790 \) MVA, which is the first point to predict the transformation of the load.

Case 6: available transfer capability from area 1 to area 3 taking time 5.5012 seconds.

From the figure, it shows the formulation when the contingency occurs in transmission line. The number of buses that can normally operate are 5 buses; however, there are the maximum number of buses of 19 buses that can be failed in the system. In this case, it is impossible. The period of energy buses is from 150 to 160 MW and \( \pm 250 \) MVAr, which is the first operating point at \(-400-J180 \) MVAr as the point inside load feasible region. In addition, the initial point of tracing boundary method is \(-60-J790 \) MVA, which is the first point to predict the transformation of the load. On the other hand, it is possible that the result of the particle swarm is outside the solvable boundary because the area 1 insufficiently generates power to meet load demand in the area 3.
Case 7: available transfer capability from area 4 to area 2 taking time 5.6305 seconds.

Fig. 18. Tracing boundary method adaptive PSO transfer power from area 4 to area 2.

From the figure, it shows the formulation when the contingency occurs in transmission line. The number of buses that can normally operate are 9 buses; however, there are the maximum number of buses of 15 buses that can be failed in the system. In this case, it is impossible. The period of energy buses is from 100 to 110 MW and ±250 MVAr, therefore not different load level because of area two may be less loaded or the load consumption is similarly and consistent. The first operating point at -400-j180 MVAr as the point inside load feasible region. In addition, the initial point of tracing boundary method is -40-j0 MVA, which is the first point to predict the transformation of the load. On the other hand, it is possible that the result of the particle swarm is outside the solvable boundary because the area 4 insufficiently generates power to meet load demand in the area 2.

Case 8: available transfer capability from area 3 to area 2 taking time 5.6298 seconds.

Fig. 19. Tracing boundary method adaptive PSO transfer power from area 3 to area 2.

From the figure, it shows the formulation when the contingency occurs in transmission line. The number of buses that can normally operate are 9 buses; however, there are the maximum number of buses of 15 buses that can be failed in the system. In this case, it is impossible. The period of energy buses is from 100 to 110 MW and ±250 MVAr, therefore not different load level because of area two may be less loaded or the load consumption is similarly and consistent. The first operating point at -400-j180 MVAr as the point inside load feasible region. In addition, the initial point of tracing boundary method is -40-j0 MVA, which is the first point to predict the transformation of the load. On the other hand, it is possible that the result of the particle swarm is outside the solvable boundary because the area 3 insufficiently generates power to meet load demand in the area 2.
Case 9: available transfer capability from area 1 to area 2 taking time 5.6598 seconds.

![Graph showing available transfer capability from area 1 to area 2](image)

Fig. 20. Tracing boundary method adaptive PSO transfer power from area 1 to area 2.

From the figure, it shows the formulation when the contingency occurs in transmission line. The number of buses that can normally operate are 5 buses; however, there are the maximum number of buses of 19 buses that can be failed in the system. In this case, it is impossible. The period of energy buses is from 100 to 110 MW and ±250 MVAr, therefore not different load level because of area two may be less loaded or the load consumption is similarly and consistent. The first operating point at -400-j150 MVAr as the point inside load feasible region. In addition, the initial point of tracing boundary method is -40-j0 MVA, which is the first point to predict the transformation of the load. On the other hand, it is possible that the result of the particle swarm is outside the solvable boundary because the area 1 and area 2 contain less the number of buses than the other areas. Consequently, they affect the parameters.

Case 10: available transfer capability from area 4 to area 1 taking time 5.4238 seconds.

![Graph showing available transfer capability from area 4 to area 1](image)

Fig. 21. Tracing boundary method adaptive PSO transfer power from area 4 to area 1.

From the figure, it shows the formulation when the contingency occurs in transmission line. The number of buses that can normally operate are 5 buses; however, there are the maximum number of buses of 19 buses that can be failed in the system. In this case, it is impossible. The period of energy buses is from 100 to 110 MW and ±250 MVAr, therefore not different load level because of area two may be less loaded or the load consumption is similarly and consistent. The first operating point at -400-j180 MVAr as the point inside load feasible region. In addition, the initial point of tracing boundary method is -40-j0 MVA, which is the first point to predict the transformation of the load. On the other hand, it is possible that the result of the particle swarm is outside the solvable boundary because the area 1 insufficiently generates power to meet load demand in the area 4.
Case 11: available transfer capability from area 3 to area 1 taking time 5.7610 seconds.

Fig 22. Tracing boundary method adaptive PSO transfer power from area 3 to area 1.

From the figure, it shows the formulation when the contingency occurs in transmission line. The number of buses that can normally operate are 22 buses. It means that there are the maximum number of buses of 2 buses that can be failed in the system. The period of energy buses is from 100 to 110 MW and ±250 MVAr because of the system has a different load level. The first operating point at -400-j180 MVAr as the point inside load feasible region. Therefore, the initial point of tracing boundary method is -700-j30 MVA, which is the first point to predict the transformation of the load. In addition, it is possible that the system is quite stable due to the replacement of a lot of loads. The production of energy in the area 3 is sufficient for load demands, in case that the generator in area 1 cannot operate.

Case 12: available transfer capability from area 2 to area 1 taking time 5.8216 seconds.

Fig 23. Tracing boundary method adaptive PSO transfer power from area 2 to area 1.

From the figure, it shows the formulation when the contingency occurs in transmission line. The number of buses that can normally operate are 16 buses. It means that there are the maximum number of buses of 8 buses that can be failed in the system. The period of energy buses is from 200 to 350 MW and ±700 MVAr because of the system has a different load level. The first operating point at -400-j180 MVAr as the point inside load feasible region. In addition, the initial point of tracing boundary method is -10-j30 MVA, which is the first point to predict the transformation of the load.
5. Conclusions

The boundary of feasible region and particle swarm are important for determining the robustness of operating points. The feasible region is the set of the power flow solutions without any operational violation, and particle swarm is the set of the groups that can find the most appropriate result in the event of a problem with multiple answers. This paper proposes a method for tracing the feasible boundary adaptive with particle swarm of the considered load bus. The optimization-based method is able to solve the feasible boundary point and control power injection by assigning free variables and minimizing operational point limits. The modified predictor-corrector process can trace the feasible boundary to obtain the complete contour of feasible boundary, and the particle swarm optimization can trace boundary point for controlling the injection in the two-dimensional space.

Table 3. The number of results of IEEE 24-bus test system.

<table>
<thead>
<tr>
<th>Case</th>
<th>Source Area</th>
<th>Source Area</th>
<th>Maximum Load (MW)</th>
<th>Minimum Load (MW)</th>
<th>Times (Second)</th>
<th>Number of bus operation</th>
<th>Initial prediction point (MVA)</th>
<th>Time per point</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>4</td>
<td>410</td>
<td>170</td>
<td>7.8707</td>
<td>16</td>
<td>-400-j150</td>
<td>0.4919</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>300</td>
<td>180</td>
<td>5.7323</td>
<td>17</td>
<td>-400-j150</td>
<td>0.3371</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
<td>250</td>
<td>180</td>
<td>5.5689</td>
<td>8*</td>
<td>-400-j150</td>
<td>0.6961</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>3</td>
<td>640</td>
<td>180</td>
<td>5.2816</td>
<td>22</td>
<td>-400-j180</td>
<td>0.2400</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>3</td>
<td>530</td>
<td>150</td>
<td>6.0675</td>
<td>16</td>
<td>-400-j180</td>
<td>0.3792</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>3</td>
<td>160</td>
<td>150</td>
<td>5.5012</td>
<td>5*</td>
<td>-400-j180</td>
<td>1.1002</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>2</td>
<td>110</td>
<td>100</td>
<td>5.6304</td>
<td>9*</td>
<td>-400-j180</td>
<td>0.6256</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>2</td>
<td>110</td>
<td>100</td>
<td>5.6297</td>
<td>9*</td>
<td>-400-j180</td>
<td>0.6255</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>2</td>
<td>105</td>
<td>100</td>
<td>5.6597</td>
<td>5*</td>
<td>-400-j150</td>
<td>1.1319</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>1</td>
<td>105</td>
<td>100</td>
<td>5.4238</td>
<td>5*</td>
<td>-400-j180</td>
<td>0.6779</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>1</td>
<td>650</td>
<td>200</td>
<td>5.7610</td>
<td>22</td>
<td>-400-j180</td>
<td>0.2618</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>1</td>
<td>350</td>
<td>200</td>
<td>5.8216</td>
<td>16</td>
<td>-400-j180</td>
<td>0.3638</td>
</tr>
</tbody>
</table>

From the table, it can be noted that there is still a total of 6 areas of the system, from the next 6 areas, as the other 2 areas of the particle swarm cannot be randomly searched because they are outside the feasible region or solvable region as the known area where the value cannot be found as a result of the parameters used for incomplete analysis, for example, the source area and the load area are not corresponding to the demand energy therefore the source area may not be able to produce as much as the demand for energy or the side of the delivery of the load area. In addition, there are other factors to be involved, for example, some case can be the solution, but the answer range is in an area where both of the values can be determined and cannot be determined, which particle swarm is not reached the result.

From the numerical examples, the results demonstrate that the feasible region visualization enhances the security monitoring. With the considered operating load, the region shows the load margins in many directions including the limitation of control actions, e.g. the available reactive power compensated by capacitor banks and the available load shedding. Moreover, the different assignment of free variables enables the method to find the several types of feasible region point to control power injection. The proposed method is also able to trace the feasible boundary point when generator voltages are free, in order to observe the robustness of loading points and optimal value of active power and reactive power for compensation. Furthermore, when the loads of other buses as free variables are defined, the obtained result is the outermost boundary that shows the potential of the system to supply the considered bus.
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