Simultaneous Parameter Tuning of PSS and Wide-Area POD in PV Plant using FPA
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Abstract. In the future power grid scenario, large-scale renewable energy based power plant will be one of the main generations. Among renewable based power plant types, large-scale photovoltaic (PV) plant becoming more popular as they could provide zero-emission and sustainable energy. However, even though PV plants could contribute a positive impact on the environment, they could also contribute negatively to the power system. Large-scale PV generation came with a different dynamic and zero inertia characteristic due to the application of the power electronics devices. Furthermore, the PV plant has also a drawback in terms of intermittent power output due to the uncertainty of the sources. Those handicaps could deteriorate the stability performance of the power system especially oscillatory stability. Adding a power system stabilizer (PSS) to the systems is one of the ways for handling the oscillatory stability. However, with the integration of PV plants in the systems, PSS alone is not enough to handle the oscillatory problems coming from various sources such as PV plant dynamic. Hence, utilizing wide-area power oscillation damping (POD) as a PV plant additional controller is inevitable. Hence, this paper proposed simultaneous parameter tuning between PSS and wide-area POD in PV plant using an imperialist competitive algorithm as the optimization method. The two-area power system is used to evaluate the performance of PSS and POD using FPA. From the results, it is found that the proposed method could enhance the oscillatory stability of the systems.
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1. Introduction

In a modern power system, integration of power plant based renewable energy is increased significantly due to the technological advance and the need of clean energy. Among the large-scale photovoltaic (PV) plant is becoming favorable as they could provide clean energy in large numbers. Moreover, as the source of PV plant is solar, they are free and renewable. However, even though large-scale PV plant could bring a positive impact on nature, they could also bring a negative impact on the stability of the system. The intermittent power output of the PV plant could negatively deteriorate the stability of the systems as well as the security of the system [1]. Furthermore, the inertia-less characteristic and different dynamic models due to the application of power electronics in PV generation is also contributing to the system stability degradation [2, 3]. One of the stabilities that can be affected by the handicap of the PV power plant is oscillatory stability.

The impact of the integration of large-scale PV plant in oscillatory stability is reported in [4]. In [4], it was found that by integrating the inertia-less large-scale PV plant to the two-area power system, the damping performance of the system decreased gradually. The impact of the displacement of a synchronous generator with a large-scale PV plant is described in [5]. In [5], it was reported that the damping of the system is decreased significantly when one synchronous generator is replaced with a large-scale PV plant.

Oscillatory stability is categorized as small perturbation angle stability. This instability can be classified into local and global phenomena. The local phenomena have a frequency range between 0.7 to 2 Hz, while the global phenomena have a frequency range between 0.1 to 0.7 Hz. Traditionally, this problem can be solved by damper windings on the rotor of the generator [6]. Another way is by installing a power system stabilizer (PSS) in the excitation systems [7]. However, with increasing penetration of intermittent and inertia-less as well as the different dynamic characteristics of renewable energy generation (REG) such as PV plant, PSS alone is not enough to handle the problems. Hence, adding additional controller such as wide-area power oscillation damping (POD) in PV power systems could also be considered to handle the oscillatory instability due to the integration of REG.

Installation wide-area POD in PV generation to enhance the oscillatory stability performance of the system is reported in [8]. As reported in [8], by installing wide-area POD in PV plant the oscillatory stability performance of the power system is enhanced gradually. Adding POD in the tidal power system is reported in [9]. In [9], it was noticeable that installing POD in the grid side converter controller can enhance the damping performance of the system. However, in some cases adding the only POD in the REG could not handle the oscillatory stability performance properly. Hence, the combination of PSS and wide-area POD in REG is essential to handle the oscillatory stability performance properly. However, designing PSS and wide-area POD are included in a complex mathematical approach. Hence, designing and tuning parameters of PSS and wide-area POD simultaneously using metaheuristic algorithms can be considered for handling the complexity of designing the controller.

The application of metaheuristic algorithms for solving engineering problems has been developed significantly over the past few decades. The application of particle swarm optimization for optimizing product scheduling is reported in [10]. The application of a genetic algorithm for solving the offset in the chemical process is reported in [11]. Application of ant colony optimization for estimating traffic congestion in large Chinese cities is reported in [12]. Metaheuristic algorithm is also used in power system problems as reported in [13]. In [13], it was found that the differential evolution algorithms can be used to allocate thyristor-controlled series compensator (TCSC). The application of an artificial immune system for solving load frequency control problems is reported in [14]. The application of the firefly algorithm for solving dynamic stability problems in the power system is reported in [15]. Among numerous types of metaheuristic algorithms, the flower pollination algorithm is relatively new and shown a great promising for solving complex optimization problems [16]. Hence, this paper proposed a method for solving oscillatory problems of power system using PSS and wide-area POD in PV. To get optimal results, flower pollination algorithm (FPA) is used to tune the PSS and wide-area POD parameter simultaneously.

2. Fundamental Theory

2.1. PV Plant Model

For an oscillatory stability study, capturing the dynamic model of the large-scale PV plant is essential. The dynamic model of the PV plant comprises of PV array, converter, and associated controller. PV array can
transform the sunlight into electrical energy and then the electrical energy from the PV array is processed through the converter before injected to the grid. Furthermore, the converter control is responsible for producing appropriate power to the grid. The mathematical representation of PV current from PV cells is derived from the PN junction physic as shown in Eq. (1) [4].

$$I_{PV} = I_{SCA}(G) - N_P I_0 \left[ \exp \left( \frac{V_A + I_{PV} R_S}{nN_s kT} \right) - 1 \right]$$

(1)

In Eq. (1), Boltzmann’s constant ($1.38 \times 10^{-19}$), temperature (K), array current (A), array voltage (V), charge of an electron ($1.6 \times 10^{-19}$), ideality factor, reverse saturation current of diode (A), array series resistance (ohm), number of modules in parallel, number of series connected cells in a module and number of modules in series are denoted by $k$, $T$, $I_{PV}$, $V_A$, $q$, $n$, $I_0$, $R_S$, $I_{SC}$, $G$, $N_P$, $N_{CS}$, and $N_{SM}$. Moreover, $I_{SCA}(G)$ can be described as multiplication of $N_P$ and $I_{SC}(G)$, while $N_s$ are multiplication between $N_{CS}$ and $N_{SM}$ [4].

**Fig. 1.** Dynamic model of PV generation.

North American Electric Reliability Corporation (NERC) and Western Electricity Coordination Council (WECC) have developed a dynamic model of PV generation. This model considered a dynamic model of the converter and the associated controller [17, 18]. The dynamic of MPPT is ignored as the MPPT is a logic algorithm. Hence, there is no dynamic that can be captured from the MPPT [19]. The dynamic model of the PV plant used in this paper is shown in Fig. 1, while the complete representation of large-scale PV plant can be found in [20].

### 2.2. PSS and Wide-Area POD Model

The dynamic model of PSS and POD is the same, the difference between those two controllers is the input signals, for PSS the input signal is coming from the local signal. Different from the PSS, wide-area POD utilizing a global signal or signal for far away from the location. The dynamic model of PSS and wide-area POD are illustrated in Fig. 2. The dynamic model of PSS and wide-area POD are consisting of a gain block, washout filter block and lead-lag block [21].

**Fig. 2.** Dynamic Model of PSS and Wide-Area POD.
Each block has its function, the function of the gain block is to enhance the gain signal input so that the controller can achieve the requirement damping. The next block is the washout block, this block has a function as a high pass filter signal and providing the bias steady-state signal output of the controller. The last two blocks are a lead-lag block. This block is used as the provider of lead phase between automatic voltage regulator (AVR) with electric torque [21].

2.3. Power System Model

A set of differential and algebraic equations (DAE) is used to represent the power system for the oscillatory stability study. The representation of the power system is based on the needed. If only local phenomena that want to be analyzed, a simple single machine infinite bus can be used. If the interest is analyzing all the phenomena (local and global phenomena), the complete multi-machine power system should be used. In this paper, all the phenomena will be captured. Hence, the multi-machine power system is used in this paper. Mathematical representation of all power systems using DAE representation is presented in Eq. (2) and (3) [22].

\[
\dot{x} = f(x, y, u) \\
0 = g(x, y)
\]

In Eq. (2) and (3), state and algebraic variables are represented as \(x\) and \(y\) respectively. The differential equation is consisting of a machine and the associated controller. Moreover, the algebraic equation is comprised of load flow and other network equations [22].

2.4. Oscillatory Stability

The impact of oscillatory stability in power system performance could be very severe if this instability is not handled properly. If this instability is not handled properly, the oscillation may grow and lead to loss of synchronization of the power system. This loss of synchronization could make the power system experiencing partial and fully blackout. There are many incidents related to oscillatory stability problems such as in North India in 2012, Bangladesh 2014 at and in Paris in 2016 [23-25]. Analyzing oscillatory stability can be done through state-space representation by linearizing Eq. (2) and (3) around certain operating conditions as described in Eq. (4) and (5) [25].

\[
\Delta \dot{x} = A \Delta x + B \Delta u \\
\Delta y = C \Delta x + D \Delta u
\]

Output matrix, feedforward matrix, vector of state variables, vector of algebraic variables, input vector, plant matrix, and input matrix are denoted by \(C, D, \Delta x, \Delta y, \Delta u, A, B\) as shown in Eq. (4) and (5). The stability of the system can be investigated by using eigenvalue. The system can be categorized as a stable condition if all of the real parts of the eigenvalue are in a left-half plane or have a negative value. The eigenvalue of the system can be found by using Eq. (6) [26].

\[
\det (\lambda I - A) = 0
\]

In Eq. (6), eigenvalue and identity matrix are denoted by \(\lambda\) and \(I\). Furthermore, to investigate the frequency oscillation and how damped the system Eq. (7), (8) and (9) can be used [27].

\[
\lambda = \sigma \pm j \omega \\
f = \frac{\omega}{2\pi} (Hz) \\
\xi = \frac{\sigma}{\sqrt{\sigma^2 + \omega^2}}
\]
In Eq. (7), (8), and (9), frequency oscillation, how damped the system (damping ratio), real parts of eigenvalue and imaginary parts of eigenvalue are denoted by \( f \), \( \xi \), \( \sigma \), and \( \omega \). Moreover, to investigate which state variable contributes to certain oscillation, participation analysis can be used. Participation factor can be expressed by Eq. (10), where right and left eigenvector are denoted by \( \phi \) and \( \psi \) [28].

\[
P_a = \phi \psi^* \tag{10}
\]

3. Simultaneous Parameter Tuning using FPA

3.1. Flower Pollination Algorithm

Flower pollination algorithm (FPA) is an algorithm developed by Dr. Xin She Yang that inspired by the flower pollination phenomena. This algorithm consists of four important rules. The first rule is biotic pollination and cross pollination. Those two are described as global pollination procedures with pollen-carrying pollinators doing the Levy flights. The second rule is the local pollination can be described as self pollination and abiotic process. The third rule is the similarity of two flowers is proportional to the probability of the reproduction. Furthermore, reproduction probability is defined as the flower constancy. The last rule is in the overall pollination activities, the physical proximity and other factors such as wind can have a significant factor. Moreover, switch probability could be used to control the local and global pollination [29].

For simplicity purposes, it is assumed that each plant only has one flower. Moreover, each flower could only produce one pollen gamete. Hence, a flower and or a pollen gamete can be described as a solution \( x_i \). From all the statements above, it can be stated that there are two important keys in FPA namely local and global pollination. At the global pollination step, pollen from flowers is carried by pollinating animals such as insects. Moreover, the pollen can travel in a long distance due to the insect that can move in large areas. This long travel pollen can ensure the reproduction and pollination get the optimal results. These optimal results can be denoted as \( g^* \). By considering this process, the first rule including the flower constancy can be presented as described in Eq. (11) [29].

\[
x_{i}^{t+1} = x_{i}^{t} + L \left( x_{i}^{t} - g^* \right) \tag{11}
\]

In Eq. (11), the current best solution, solution vector, pollen, strength of the pollination and the iteration are denoted by \( g^* \), \( x_i \), \( L \), \( t \). To mimic the movement of the insect, levy flight function can be used. Hence, the mathematical representation of \( L \) can be described as Eq. (12) [29].

\[
L = \frac{\lambda \Gamma(\lambda) \sin \left( \frac{\pi \lambda s}{2} \right)}{\pi} \left( s \gg s_0 > 0 \right) \tag{12}
\]

In Eq. (12), standard gamma function and the constant value used in this algorithm are denoted by \( \Gamma(\lambda) \) and \( \lambda \). Furthermore, the local pollination phenomena including the flower constancy can be described in Eq. (13) [29].

\[
x_{i}^{t+1} = x_{j}^{t} + \varepsilon \left( x_{j}^{t} - x_{k}^{t} \right) \tag{13}
\]

In Eq. (13), pollen from the different flowers of the same plant species is denoted by \( x_{j}^{t} \) and \( x_{k}^{t} \). Generally, flower pollination phenomena can happen both on the local and global scale. In reality, flowers that not so far away neighborhoods are more likely to be pollinated. Hence, to mimic this process the switching probability can be used to switch between global and local pollination. The switching probability can be denoted by \( \rho \), and the best value of \( \rho \) in simulation is 0.8 as reported in [29].
3.2. Objective Function

A specific objective function is used in this paper. The objective function is described as a comprehensive damping index (CDI). This objective function is to make sure that all damping on the system is at a high value. The mathematical representation of CDI can be described using Eq. (14) [30].

\[
CDI = \sum_{i=1}^{n} (1 - \xi_i) \quad (14)
\]

Subject to:

\[
\begin{align*}
10 &\leq T_{wps}, T_{wpod} \leq 20 \\
0.05 &\leq T_1, T_2, T_3, T_4 \leq 0.1 \\
5 &\leq K_{pss} \leq 20 \\
50 &\leq K_{pod} \leq 100
\end{align*} \quad (15)
\]

From Eq. (14), it can be seen that if the value of CDI is small, the damping of the system is high. Hence, the FPA will always try the minimum value of CDI to enhance the damping performance of the system. Furthermore, constraint related to minimum damping (5%) and the real parts of the eigenvalue is always minus are used in this objective function [30].

3.3. Controller Design Procedure

The procedure for designing the controller using a flower pollination algorithm can be described by using Fig. 3.

![Flowchart of designing PSS and POD using FPA](image)

4. Results and Discussions

To evaluate the FPA for the tuning parameter of PSS and wide-area POD simultaneously (proposed method), the two-area “Kundur” power system is used as the test systems as shown in Fig. 4. For the simulated future scenario of power system with high penetration of RESs, a modification has been made to the two-area power system by displacing one conventional generator in area 1 (G2) with a large-scale PV plant with 350 MW capacity. Furthermore, as analyzing from the participation factor, the dominant contributor of the oscillation is coming from G1 and G4. Hence, PSS is installed in both generators, while the signal input of wide-area POD in the PV plant is the rotor speed deviation in G1. MATLAB/SIMULINK environmental is used for simulating the problems.

Five different scenarios are performed in this study. The first scenario is the two-area power system with a large-scale PV plant replacing G2. The second scenario is the system with PV plant and wide-area POD in PV. The third scenario is the system with a PV power plant and considering PSS in G1 and G3. The fourth
scenario is the system with PV generation considering wide-area POD and PSS uncoordinated. The last scenario is the system with PV generation considering wide-area POD and PSS simultaneously tuning by FPA (the proposed method).

4.1. Case Study 1

Observation of eigenvalue and damping performance of electromechanical (EM) mode are performed in the first case study in an attempt to analyze the performance of the system with the proposed method. Table 1 shows the eigenvalue performance under different scenarios. It is noticeable that by installing wide-area POD in large-scale PV plant the eigenvalue of inter-area us move toward the left-half plane (Scenario 1). It is also noticeable that the local mode area 1 eigenvalue is also moved toward the left-half plane. However, the movement is not that significant (Scenario 2). It is also found that the eigenvalue movement of the system with PSS only (Scenario 3) is relatively high for local mode area 1 and inter-area mode. Furthermore, by employing both PSS and wide-area POD into the system (Scenario 4) the eigenvalue of local mode area 1 and inter-area mode value is more minus than Scenario 3. Moreover, the local mode area 2 remains in its position for Scenario 1 until 4. The best value is performed when using FPA for simultaneously tuning the PSS and wide-area POD parameter (Scenario 5). In Scenario 5, all the eigenvalues have the best negative value compared to the other scenario. It is also found that the eigenvalue of local mode area 1 is becoming a real part only. It means that oscillation in local mode area 1 is completely disappeared.

**Table 1. Eigenvalue comparison under different scenario.**

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Local 1</th>
<th>Local 2</th>
<th>Inter-area</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.2711+6.5102i</td>
<td>-0.3412+7.0134i</td>
<td>-0.0483+2.9256i</td>
</tr>
<tr>
<td>2</td>
<td>-0.2965+6.5466i</td>
<td>-0.3408+7.0127i</td>
<td>-0.1689+3.0145i</td>
</tr>
<tr>
<td>3</td>
<td>-1.6847+8.4993i</td>
<td>-0.3444+7.0284i</td>
<td>-0.2292+3.5034i</td>
</tr>
<tr>
<td>4</td>
<td>-1.7276+8.5744i</td>
<td>-0.3443+7.0286i</td>
<td>-0.2514+3.5775i</td>
</tr>
<tr>
<td>5</td>
<td>-7.9919</td>
<td>-0.6451+4.7119i</td>
<td>-1.2201+0.2287i</td>
</tr>
</tbody>
</table>
As reported by the International Council on Large Electric Systems (CIGRE) for oscillatory stability study, the minimum damping performance that allowed in the system is in the range of 3%-5% [31]. Hence, in this paper, the minimum requirement for damping performance is 5%. It means that, if there are modes that have a damping value of less than 5%, the modes can be categorized as a critical mode. In the critical mode, the condition system is vulnerable to become unstable. Figure 5 illustrates the damping performance of the investigated test system. It is found that the best damping performance is provided in Scenario 5. It is also found that the damping performance of local mode in area 1 for scenario 5 is 100%. It means that the oscillation of local mode area 1 is completely damped. It also noticeable that damping performance of local mode 2 and inter-area mode enhances significantly by employing the proposed method. The local mode area 2 damping is increased from 4.85% to 13.56%, while the inter-area mode damping is increased from 1.65% to 98.29%.

![Damping comparison](image-url)

**Fig. 5.** Damping comparison under different scenario.

Verification and validation of eigenvalue and damping ratio analyzing can be done by using time-domain simulation. Time-domain simulation is carried out by applying a 0.01 step input of load change to the systems. Figs. 6-8 illustrates the time-domain simulation of G1, G3, and G4 rotor speed due to the 0.01 load change. It is found that the best response is provided by Scenario 5 indicated by the overshoot and the settling time. Hence the time-domain simulation, eigenvalue, and damping ratio analysis are agreeing to each other.
Fig. 6. G1 rotor speed response under different scenario.

Fig. 7. G3 rotor speed response under different scenario.
4.2. Case Study 2

In the second case study, observation of the eigenvalue and damping ratio under different loading conditions is considered. Three different loading conditions are used in an attempt to investigate the proposed method. The first loading condition is a light loading operating condition. In the light operating condition, the total load demand is decreased by up to 25% of the total load demand. The second loading condition is the medium loading condition. In this loading condition, the loading condition in Scenario 5 is used. The last loading condition is a heavy loading condition. In the heavy loading condition, the load demand is increased to 50% of the total load demand.

<table>
<thead>
<tr>
<th>Item</th>
<th>Local 1</th>
<th>Local 2</th>
<th>Inter-area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light</td>
<td>-5.9995+2.7851i</td>
<td>-0.6263+4.6137i</td>
<td>-1.3610+0.1975i</td>
</tr>
<tr>
<td>Medium</td>
<td>-7.9919</td>
<td>-0.6451+4.7119i</td>
<td>-1.2201+0.2287i</td>
</tr>
<tr>
<td>Heavy</td>
<td>-7.4734+2.7163i</td>
<td>-0.6286+4.5894i</td>
<td>-1.3146+0.2278i</td>
</tr>
</tbody>
</table>

Table 2. Eigenvalue comparison under different loading condition.

<table>
<thead>
<tr>
<th>Item</th>
<th>Local 1</th>
<th>Local 2</th>
<th>Inter-area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light</td>
<td>90.70</td>
<td>13.45</td>
<td>98.96</td>
</tr>
<tr>
<td>Medium</td>
<td>100</td>
<td>13.56</td>
<td>98.29</td>
</tr>
<tr>
<td>Heavy</td>
<td>99.41</td>
<td>13.57</td>
<td>98.53</td>
</tr>
</tbody>
</table>

Table 3. Damping comparison under different loading condition.

Eigenvalue and damping performance of EM mode under different loading conditions are illustrated in Tables 2 and 3. It is found that by changing the load demand, eigenvalue, as well as the damping ratio, is also change. However, even though the damping is changed, the value of the damping ratio for 3 EM modes is
still above the minimum damping requirement (5%). Hence, it can be stated that the system could maintain a stable condition under the load demand variation.

5. Conclusions

This paper proposed a method for solving oscillatory stability due to the integration of large-scale PV plant by using simultaneous parameter tuning of PSS and wide-area POD in PV plant. From the investigated study cases. It is found that the proposed method can enhance the oscillatory stability of the power system significantly even though 1 conventional generator has been replaced by a PV plant. It is also found that one of the EM modes is completely damped by using the proposed method.

Further research needs to be conducted by considering two types of RESs (PV and Wind) for investigating the significant impact of integrating inertia-less power plant. Moreover, including the time delay effect of the controller in designing the FPA could also be considered as further research.
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