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Abstract. The objective of this study was to introduce the recommender system based on 
expert and item category to match the right items to users. In this study, the expert 
identification was divided into 3 techniques which were 1) the experts from social network 
technique   2) the experts from the frequency of rating technique and 3) the experts from 
other user’s preferences. To filter the expert users by using the frequency of rating technique 
and the experts from other user’s preferences technique, data about item category is used. 
For evaluation in this study, the researcher used Epinion for the performance testing to find 
out errors and accuracies in the prediction process. The results of this study showed that all 
the presented techniques had mean absolute error score at about 0.15 and 85 percentages 
of accuracy, especially the expert identification combining with item category, it can reduce 
60 percentages of the duration of recommendation creating. 
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1. Introduction 
 
Currently, the information technology has been fast developed because of the growth of the internet and 2.0 
website [1]. It causes a proliferation of information and news leading to a problem called “Information 
Overload” which has multiple effects including an effect for E-Commerce. The information overload 
originates the difficult determining to purchase the products and services for many users [2]. 

So the recommender system has occurred to suggest products or services [3] match the right items with 
the user’s preferences. One of the popular approach used to create the recommendation is the collaborative 
filtering which analyzes the profile similarities among the users [4]. However, there are still some problems 
of recommender system; for example, data sparsity, cold start problem, and the requirement to improve 
accuracy for giving recommendation [5]. Therefore, there is the combination of many approaches to creating 
recommender system, to be ready for problems, and to improve the performance of recommendation. 

The purpose of this study was to present a creation of recommender system based on expert and item 
category because the expert recommendation is more reliable than friends or people [6], and the item category 
can help improve a performance of recommendation [7]. The researcher also tested an evaluation of 
performance for error and accuracy in prediction.  

The content of this study is arranged as follows: Section 2 is Related work, Section 3 is Proposed 
approach, Section 4 is Experiment, and the last section is Conclusion and Discussion. 
 

2. Related Work 
 
In this section, the details about recommender system are presented, including the related studies regarding 
the recommender system based on expert and Item category that are as following. 

Recommender system provides products or services suggestion, personalized for users by predicting the 
preferences of users which base on user’s behavior, product attribute, and the product satisfaction of users 
[8].  

The approaches of recommender system can be classified into 3 main types [9]. 1) Content – based 
filtering which recommends an item similar to the user preferences and product attribute in usage history. 2). 
Collaborative filtering, it is an item recommendation that considers information from similar profiles between 
users. 3). Hybrid technique, it is the combination of all recommender system approaches to solve the 
problems from reciprocal, especially, the collaborative filtering which is extensively used and requires item 
rating to calculate the similarities among the users. However, the collaborative filtering consists in some 
limitations [10]. Data sparsity is a lack of essential data to create an item recommendation.  Cold start problem 
is the problem when there are some new users or new items entering the system, and there is insufficient data 
for recommendation. Moreover, there is still the requirement to improve accuracy for giving 
recommendation, so the combination of other approaches is applied to this approach to solve all above 
problems or to improve information for recommendation, and this study is focused on recommender system 
based on expert and item category. 

An expert is a person that has knowledge and specialization in specific field, and opinion from this person 
can be useful [11], [12]. The research about recommender system based on expert showed on Table1. 
 
Table 1. Research about recommender system based on expert approach. 
 

Authors  Title  Pros Cons 

Martín-
Vicente et 

al. [13] 

Improving e-Commerce 
Collaborative Recommendations by 
Semantic Inference of Neighbors’ 
Practical Expertise  

Semantic approach is 
utilised to get a 
measurement of 

practical expertise. 

The research does not 
demonstrate 
effectiveness 

Li et al. [14] An approach to expert 
recommendation based on fuzzy 
linguistic method and fuzzy text 
classification in knowledge 
management systems 

Fuzzy linguistic and 
Fuzzy text classification 
techniques are used for 
expert identification. 

This research only 
focuses on content-

based recommendation 
approach. 

Afzal and 
Maurer [15] 

Expertise Recommender System for 
Scientific Community 

Data mining techniques 
are utilised to analyse 

The proposed process 
focuses on which is not 
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Authors  Title  Pros Cons 

the factors of expertise 
and determine the 

weight of each factor. 

recommended products 
to the expert. 

Liao et al. 
[16] 

Understanding experts’ and novices’ 
expertise judgment of twitter users 

The research presents 
the concept of expert 

and amateur 
identification by twitter 

analysis. 

The proposed process 
focuses on which are 

not recommended 
products to the experts. 

Song et al. 
[17] 

Determining user expertise for 
improving recommendation 
performance 

The research proposes 
an evaluation of 
experts’ skills as 
followed: Early 

Adoption (EA), Heavy 
Access (HA), and 
Niche-item Access 

(NA). 

The accuracy values of 
the recommendation 

are rather low. 

Li et al. [18] A social recommender mechanism 
for improving knowledge sharing in 
online forums 

The research presents 
the concept of online 

forum analysis for 
expert identification. 

The proposed process 
only focuses on 
content-based 

recommendation 
approach and took 

rather a long time to 
process. 

Davoodi et 
al. [19] 

A semantic social network-based 
expert recommender system 

This research present 
hybrid techniques to 

generate 
recommendations for 

social networks. 

The proposed process 
focuses on which are 

not recommended 
products to the experts. 

 
It states that mostly the outcome is about expert recommendation, but there are some recommendations 

of items. They used content-based technique, but in this research, the researcher will more focus on 
collaborative filtering approach. 

For the related studies about item category in this research, the researcher used the following studies that 
showed on Table 2. 

 
Table 2. Research about recommender system based on item category approach. 
 

Authors  Title  Pros Cons 

Albadavi 
and 

Shahbazi 
[1] 

A hybrid recommendation 
technique based on product 
category attributes 

Product taxonomy is 
applied to create a 
multi-level product 

category. 

Each item is subdivided 
into unequal levels 

which effects on item 
category classification. 

Sang-Min 
and Yo-Sub 

[20] 

A Content Recommendation 
System Based on Category 
Correlations 

This research can 
support product divided 

into multi –category. 

Calculating relationship 
among product types 
requires more time. 

Wei et al. 
[21] 

Item-Based Collaborative Filtering 
Recommendation Algorithm 
Combining Item Category with 
Interestingness Measure 

Products are 
subcategorised and 

relationship or the item 
category is considered. 

Similarity computation 
process is complex and 

requires multiple 
parameter. 

Zhang et al. 
[7] 

A random-walk based 
recommendation algorithm 
considering item categories 

Presentation of category 
ranking creates a 

recommendation for 
algorithm. 

The proposed method 
takes a lot of time to 
calculate the category 

rating. 
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Authors  Title  Pros Cons 

Thanaphon 
et al. [22] 

Applying Item Category Rating in 
Recommendation Systems 

It is recommended in 
category level and easily 

calculated. 

The accuracy values of 
the recommendation 

are rather low 

  
From all related studies above shows the advantages and disadvantages of the item categories used in 

each research. Moreover, they prove that the performance of recommendation can be improved by item 
category. Therefore, in this research, the researcher focuses on applying item category in recommender 
system. 
 

3. Proposed Approach 
 
In this section, the researcher is covering the detail of recommender system based on experts and item 
category. It consists of 3 processes that are expert identification, expert neighbor filtering, and prediction. 
The essential data consists in1) User - Item matrix, 2) User rating, 3) social network data, 4) item category, 
and 5) item database as shown in Fig. 1. 
 

 
 
Fig. 1. Recommender system based on expert and item category. 
 
3.1. Expert Identification Process 
 
This process focuses on identifying expert users to recommended products. There are 3 types of experts in 
this study as followed, 1) the experts from social network, 2) the experts from frequency rating, and 3) the 
experts from the other’s user preferences. The process starts from the system noticed by the active user’s 
demanding in product. The system will match that product with target items that the users want to get the 
recommendation in the database. After that, expert users will be identified to recommended products as 
shown in Fig. 2. 
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Fig. 2. Expert identification process. 
 
3.1.1. Expert from social network 
 
It is the expert consideration from reputation. The more famous is the more they have followers. The social 
network data in this research is analyzed by Graph theory [23]. Indegree of each user is significant because 
the indegree number is represent number of followers which is as reputation in each user. Network graph, 
where G=(V,E) is a graph without loops, so V is the set of users, and E is the set of edges represented 
connection among users.  Graph G is directed graph for indegree, which can be shown in [24]. 
 

 Cd
in(A) = degreein(A) (1) 

 

where 𝑑𝑒𝑔𝑟𝑒𝑒𝑖𝑛(𝐴) = |{𝐵 ∈ 𝑉|(𝐵, 𝐴) ∈ 𝐸}| is quantity of user 𝐵 moving forward to user 𝐴. From this 
method, the researcher got expert user lists from social network. 
 
3.1.2. Expert from frequency of rating by item category 
 
It is an expert consideration criteria that users will be considered as experts from the product rating frequency. 
The idea is the user with more product rating frequency will be more experienced. The products that are 
relevant target product will be filtered. Therefore, item category is significant in this research. The frequency 
rated target products and the product in the same category are counted in each user, shown in this equation. 
 

  𝐹𝑟𝑒𝐶𝑎𝑡𝑒𝐴 = ∑ 𝑛𝐴,𝑖
𝑁
𝑖=1  ; 𝑛𝐴,𝑖 =  {

1  𝐼𝑡𝑒𝑚 ∈  Target Item or Items are Same Target  Item Category
0 other

  (2) 

 
where 𝐹𝑟𝑒𝐶𝑎𝑡𝑒𝐴 is frequency of item rating of user 𝐴 in item category.   𝑛𝐴,𝑖  is score that is from user 𝐴 

rating by item category, which is  𝑖 ∈ {1, … , 𝑁} , When 𝑁 represents the number of all items. From this 
method, the researcher got expert user lists from frequency of rating by item category. 
 
3.1.3. Experts from user like by item category 
 
This is an expert identification by using the preferences of the other users. The users who have more 
admiration from the other users will be represented as more professional skills. In this study, the preferences 
can be measured by using user rating from the other users. The user rating that will be taken into account 
will be only from target products and products from the same category of target products so that only the 
relevant products will be considered. The calculation can be shown as the following equation. 
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  𝐴𝑣𝑔𝑈𝑠𝑒𝑟𝑅𝑎𝑡𝑖𝑛𝑔𝐶𝑎𝑡𝑒𝐴 =  
∑ 𝑈𝑅𝐶𝐴,𝑖

𝑁𝐴
𝑖=1

𝑁𝐴
 (3) 

 
where 𝐴𝑣𝑔𝑈𝑠𝑒𝑟𝑅𝑎𝑡𝑖𝑛𝑔𝐶𝑎𝑡𝑒𝐴  is a mean user rating score of user 𝐴 in item category.  𝑈𝑅𝐶𝐴,𝑖  is score that 
other users give to user 𝐴 from rating of target category and other products from the same item category, 
which  𝑖 ∈ {1, … , 𝑁𝐴} , and 𝑁𝐴 is frequency of user 𝐴 rating from the other users by item category. From this 
method, the researcher got expert user lists from user like by item category. 
 
3.2. Experts Neighbor Filtering Process 
 
In this process, there is a calculation of similarity between active users and expert users by using distanced 
based similarity method with data from User-item Matrix. Then, the expert neighbor will be ranked according 
to the evaluation in each type of expert identification; as follow, the experts from social network are ranked 
by Indegree. The experts from frequency of rating by item category are ranked by their frequency of product 
rating, and the experts from user like by item category are ranked by the average user rating score. Finally, 
TOP-N Method is used to filter expert neighbor users to be prepared for prediction process as shown in Fig. 
3. 
 

 
 
Fig. 3. Expert neighbor filtering process. 
 
3.3. Prediction Process 
 
This is the last process, and it is the prediction to give the points to target items for active users by using data 
from user-item matrix and the similarity points between users. The following equation was used for 
calculation [4, 22]. 
 

 𝑃𝐴𝑥 = 𝑅𝐴
̅̅ ̅ +

∑ (𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝐴𝐵,𝑖×(𝑅𝐵𝑥,𝑖−𝑅𝐵,𝑖̅̅ ̅̅ ̅̅ ))𝑁
𝑖=1

∑ (𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝐴𝐵,𝑖)𝑁
𝑖=1

  (4) 

 
where 𝐴 is an active user and  𝐵  is an expert user.  𝑃𝐴𝑥 is score prediction result of 𝑥 target item from active 
user 𝐴.  𝑅𝐵𝑥,𝑖 is expert user B score that expert user B has for 𝑥 item.   𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝐴𝐵,𝑖  is similarity points 
between active user 𝐴 and expert user 𝐵, 𝑖    𝑅𝐴

̅̅ ̅ and 𝑅𝐵,𝑖
̅̅ ̅̅ ̅   is mean score from item rating of active user 𝐴 and 

expert user 𝐵, 𝑖 respectively when  𝑖 ∈ {1, … , 𝑁} , and   𝑁   is the number of all users that rate score for 𝑥  target 
item. 

After that, adjust prediction score in a defined range, and the result of this process indicates 
appropriability of target item for active users as shown in Fig. 4.  
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Fig. 4. Prediction process. 
 

4. Experiment 
 
In this part, the outcome of the experiment and comparison of recommender system performance are 
presented. It covers datasets, experiment setup, evaluation metrics, and evaluation results. 
 
4.1. Datasets 
 
There is a requirement to utilise data in this study; for example, rating item of users from the other user data, 
connection of users on social network data, and item category, so Epinion Datasets [25] is applied to this 
study. Epinion Datasets is derived from Epinions website where people can review and variously rate items 
in different categories: books, movies, music, etc. When the data is cleaned, there are 532,927 items rated 
from 20,355 users, and 30,738 items. The items are classified as 27 type, and one item can be classified in 
only one type. The rating scale is from 1 -5 level. Data density is at 0.085. User network connecting is directed 
graph, and there is Helpfulness rating that is from 1 – 5 level. To make sure that an experiment is correct, 
the researcher used K-Fold cross – validation, that were divided data into 5 folds, and 10 percentages blind 
data in each fold to test the prediction. 
 
4.2. Experiments Setup 
 
The expert neighbor filtering process is required to calculate the similarity between active users and expert 
users to be used for prediction calculate process; therefore, the popular distance-based similarity method [26] 
is applied, that are Manhattan Distance, Euclidean Distance, and Minkowski Distance as shown in following 
equation. 
 

 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐴, 𝐵) = (∑ |𝑅𝐴,𝑖 − 𝑅𝐵,𝑖|
𝑟𝑁

𝑖=1 )
1

𝑟⁄
 (5) 

 
where 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐴, 𝐵)  is a distance between active user 𝐴 rating and expert user 𝐵 rating by various types of 
distance-based similarity method.  𝑅𝐴,𝑖 and  𝑅𝐵,𝑖  is  𝑖 item rating value of active user  𝐴 and expert user 𝐵 that 
 𝑖 ∈ {1, … , 𝑁} while  𝑁  is the numbers of the same type item that user 𝐴 and user 𝐵 have rated, and   𝑟   is set 
as 1, 2, 3, 4, 5, 10, 50 and 100. 

After that, the distance points of user rating are brought to be calculated into a similarity value by an ad 
hoc measurement of similarity, based on Euclidean Distance accordingly shown in the following 
equation.[27], [28]. 

 

 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐴, 𝐵) =  
1

1+𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐴,𝐵)
  (6) 

 
where 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐴, 𝐵)  is similarity points between active user 𝐴 and expert user 𝐵  which are in [0,1]. 
 
4.3. Evaluation Metrics 
 
The evaluation of recommender system in this study is from popular methods that are error metrics and 

classification [29–31]. Error metrics, the researchers used two techniques that are Mean Absolute Error 

(MAR), and Root Mean Square Error (RMSE) as shown in the following equation. 
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 𝑀𝐴𝐸 =  
1

𝑀
∑ |𝑃U,𝑗 − 𝑅U,𝑗|𝑀

𝑗=1  (7) 

 𝑅𝑀𝑆𝐸 =  √
1

𝑀
∑ (𝑃U,𝑗 − 𝑅U,𝑗)

2𝑀
𝑗=1  (8) 

 
where 𝑃U,j  is a result of prediction rating value and  𝑅U,j  is real rating value of user U, that 𝑗 ∈ {1, … , 𝑀} while 

𝑀 is all items that are compared. 
Classification metrics is information retrieval classification metrics used for measuring the correction of 

recommendation by using three methods; Accuracy, precision, and recall as shown in the following equation. 
 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
× 100  (9) 

 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (10) 

 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (11) 

 
where True Positive is correct prediction that user is interested in item. False Positive is wrong prediction 

that user is interested in item. True Negative is correct prediction that user is not interested in item. And 
False Negative is wrong prediction that user is not interested in item. 
 
4.4. Evaluation Results 
 
From the experiment, 5 methods were compared to identify expert users that are 1) experts from network 
(ESN), 2) experts from frequency of rating by all items (EFA), 3) experts from frequency of rating by item 
category (EFC), 4) experts from user rating (like) by all items (ELA), and 5) expert from user rating (like) by 
item category (ELC) by using Epinion Dataset. The results are an average from 5 folds by using distance 
based similarity methods in different forms as shown in following tables. 
 
Table 3. Mean value of MAEs of each expert identification by using distance based similarity methods. 
 

Measure ESN EFA EFC ELA ELC 

Manhattan r=1 0.147 0.147 0.147 0.146 0.147 
Euclidean r=2 0.147 0.146 0.147 0.146 0.147 
Minkowski r=3 0.147 0.146 0.147 0.146 0.147 
Minkowski r=4 0.147 0.146 0.147 0.146 0.147 
Minkowski r=5 0.147 0.146 0.147 0.146 0.147 
Minkowski r=10 0.147 0.146 0.147 0.146 0.147 
Minkowski r=50 0.147 0.146 0.147 0.146 0.147 
Minkowski r=100 0.147 0.146 0.147 0.146 0.147 

 
Table 4. Mean value of RMSEs of each expert identification by using distance based similarity methods. 
 

Measure ESN EFA EFC ELA ELC 

Manhattan r=1 0.384 0.383 0.384 0.383 0.384 
Euclidean r=2 0.383 0.383 0.383 0.383 0.384 
Minkowski r=3 0.383 0.383 0.383 0.382 0.384 
Minkowski r=4 0.383 0.383 0.383 0.382 0.384 
Minkowski r=5 0.383 0.383 0.383 0.382 0.384 
Minkowski r=10 0.383 0.383 0.383 0.382 0.384 
Minkowski r=50 0.383 0.383 0.383 0.382 0.384 
Minkowski r=100 0.383 0.383 0.383 0.382 0.384 
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Table 5. Mean percentage of accuracy of each expert identification by using distance based similarity 
methods. 
 

Measure ESN EFA EFC ELA ELC 

Manhattan r=1 85.287 85.334 85.286 85.357 85.261 
Euclidean r=2 85.295 85.354 85.298 85.364 85.281 
Minkowski r=3 85.297 85.361 85.298 85.368 85.282 
Minkowski r=4 85.298 85.359 85.295 85.367 85.280 
Minkowski r=5 85.296 85.359 85.294 85.368 85.281 
Minkowski r=10 85.297 85.358 85.293 85.368 85.280 
Minkowski r=50 85.294 85.358 85.292 85.367 85.278 
Minkowski r=100 85.294 85.358 85.293 85.368 85.277 

 
Table 6.  Mean precision score of each expert identification by using distance based similarity methods. 
 

Measure ESN EFA EFC ELA ELC 

Manhattan r=1 0.979 0.980 0.980 0.981 0.975 
Euclidean r=2 0.979 0.981 0.980 0.982 0.976 
Minkowski r=3 0.979 0.981 0.980 0.982 0.976 
Minkowski r=4 0.979 0.981 0.980 0.982 0.976 
Minkowski r=5 0.979 0.981 0.980 0.982 0.976 
Minkowski r=10 0.979 0.981 0.980 0.982 0.976 
Minkowski r=50 0.979 0.981 0.980 0.982 0.976 
Minkowski r=100 0.979 0.981 0.980 0.982 0.976 

 
Table 7.  Mean recall score of each expert identification by using distance based similarity methods. 
 

Measure ESN EFA EFC ELA ELC 

Manhattan r=1 0.866 0.866 0.866 0.865 0.868 
Euclidean r=2 0.866 0.866 0.866 0.865 0.868 
Minkowski r=3 0.866 0.866 0.866 0.865 0.868 
Minkowski r=4 0.866 0.866 0.866 0.865 0.868 
Minkowski r=5 0.866 0.866 0.866 0.865 0.868 
Minkowski r=10 0.866 0.866 0.865 0.865 0.868 
Minkowski r=50 0.866 0.866 0.865 0.865 0.868 
Minkowski r=100 0.866 0.866 0.865 0.865 0.868 

 
Considering error metrics from Table 3 and Table 4, obviously MAE mean is about 0.15, and RMSE 

mean is about 0.38 in all methods compared; however, when looking carefully, EFA and ELA have the lowest 
error scores in all methods compared. As shown from Table 5 to Table 7, the classification metrics result 
showed that mean percentage of accuracy is approximately 85%; mean precision score is about 0.98; and 
mean recall score is about 0.87. In particular, the mean percentage of accuracy and mean precision score of 
ELA are higher than any others. The highest mean recall score is with ELC. When comparing results of 
different distance based similarity methods from each expert identification method, the results are not 
different. 

An overview of the experiment suggest that ELA with no using item category is more efficient; however, 
there is small different when it is compared to the other methods. 

Consequently, the researcher compared time used for recommendation creating process between process 
with item category and process with no item category. There are two features to compare; 1) average time 
for processing when data size is changing and 2) average time for processing when it compares with 
percentage of accuracy as shown in Fig. 5 and Fig. 6.  As shown in pictures, process with item category can 
be reduced 60 percentages of processing time for recommendation. 
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Fig. 5. The average processing time with changing data size. 
 

 
 
Fig. 6. The average processing time compare with average percentage of accuracy. 

 
To conclude an overview of this study, the researcher found out that there is about 85 percentage of 

accuracy for all expert identification method. When comparing each expert identification technique, the 
researcher found out that an expert from user rating (like) by all items is the best efficient for recommendation 
prediction because the database is more complied with this technique. However, there is not much different 
in all expert identification methods and all distance based similarity methods, yet considering about the 
processing time of creating recommendation, the expert identification process with item category can help 
reduce processing time because it is the data filter before recommendation creating. 
 

5. Conclusion and Discussion 
 
This study presented the recommender system based on expert and item category by 3 types of expert 
identification techniques that are firstly, the expert from social network technique, expert from frequency of 
user rating technique, and lastly, the expert from other user’s preference technique by using item category to 
identify experts from frequency of user rating and other user’s preference. The advantages of the proposed 
research demonstrate the application of expert concepts, together with item category for recommended items. 
Although the results is not the highest accuracy, but it can greatly reduce the processing time. Also, the 
research has limitations among the experts from social network method which does not support Sybil Attack 
problem that may effect on the correctness of the degree calculation of neighbor user in social network. In 
the future, suggestively, trustworthy might be applied with experts to improve recommendation performance.  
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